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Abstract

Reductionism is a central issue in the philosophy of biology.  The concept of reduction can be understood in many different ways – theoretical, ontological, epistemological, or methodological.  Theory reduction is the locus of classic interest, but other questions concern epistemological, ontological, methodological, or explanatory reduction.  My focus in this paper is on explanation, particularly claims about the direction of explanation which contribute to the context objection to reduction.  I argue that by using a well-articulated notion of a mechanism and what I term mechanism extension it is possible to accommodate the context-dependence of biological processes within a reductive explanation.  The existence of emergent features in the context could be raised as an objection to the possibility of reduction via this strategy.  This objection is overcome if it can be shown that there is no coherent sense of emergence which is not susceptible to a reductive explanation.


1. Introduction

The central issue in debates about explanatory reduction involves the direction of explanation.  Can we provide a causal explanation of phenomena at higher levels of biological organization using only lower-level components and their interactions?  One of the claims made by anti-reductionists is that explanation at one level of biology either does not depend on or cannot be achieved by a description of events at a lower level.  Furthermore, the anti-reductionist claims, the opposite is often true: causal processes at higher levels are sometimes required for an adequate explanation of events at the lower level making reduction an in principle impossibility.  Schaffner traces this “structural argument” back to Mill and through to its more recent defenders such as Mayr and Polanyi (Schaffner 1993, 415-19).  Modern developmental biology has given  renewed vigor to such arguments, providing tantalizing examples such as morphogenetic fields where explanation seems to derive from the higher-level phenomena.
 In response, defenders of reduction claim that explanations given in terms of higher-level processes are often incomplete or uninteresting without being informed by the details of the lower level.  

I call the argument that the context or reference system is often an ineliminable part of an explanation and that this context requires reference to higher-level entities the context objection to reduction.   An adequate response to this objection must demonstrate that the relevant higher-level context (organelles, cells, tissues, etc.) and its causal influence can be fully accounted for on the basis of a description in purely lower level terms.  I suggest that mechanisms provide a useful way of approaching this problem and propose a strategy of mechanism extension to resolve the context objection.  

The debate over explanatory reduction is often carried out in terms of the mechanisms that are supposed to provide explanations of biological processes.  This is a natural way of speaking, as biologists themselves customarily talk about seeking and describing mechanisms for various phenomena.  It is also, I will argue, a productive way of understanding explanatory reduction and of resolving disputes over whether or not certain types of phenomena are reducible.  To accomplish this, it will be necessary to examine more closely what mechanisms are and how they explain.  For while the term is ubiquitous, it is often given only a very vague definition or left entirely undefined.  I argue that once we have a satisfactory analysis of mechanisms, we can resolve the issue of whether the context-dependence of biological processes presents irremediable difficulties for the reductionist program by extending the mechanisms by which these phenomena are explained. Mechanisms are defined relative to what are often a specific set of concerns; when we want to talk about causation and reduction in more general terms, it will often be necessary to define the boundaries of a mechanism differently.  The boundary of a mechanism can be understood as having both a spatial and a temporal dimension and as separating components of interest from those that are considered part of the background.  Redefinition of the boundary may be spatial, temporal, or both.  It will incorporate into the mechanism itself some of what was previously counted as background.  Extension of a mechanism allows incorporation of the required structure or context into the explanation of a given phenomenon.  Briefly, if we take elucidation of a mechanism to provide an explanation and if we can expand the boundary of the lower level mechanism in question to incorporate the relevant components of the context, described in lower-level terms,
 then the context is not irreducible.  This strategy will fail only if the context, or some part thereof, is emergent,
 and if emergence can be understood in such a way that it supports an argument against reduction.  I will argue that it is unlikely that such an account of emergence can be defended.

My project has four parts.  First, I describe more fully what I have referred to as the context objection to reduction.  Second, I examine what mechanisms are and how they explain.  Toward this end, I discuss some recent work that has attempted to provide a more thorough analysis of mechanisms.  Third, I develop an account of how we can extend a mechanism to incorporate the required higher-level context into a lower-level explanation.
  Fourth, I consider the possibility that mechanism extension may fail to incorporate the context into a reductive explanation if the context includes features that are emergent and not susceptible to reduction.  This will involve consideration of various accounts of emergence to assess whether they are able to support a cogent argument against reduction.  I will conclude that it is unlikely that there can be an account of emergence that is both useful and in opposition to reduction.

2. The context objection to reduction.  While I do not want to engage in an extended discussion of the various models or concepts of reduction that have been put forward,
 it is necessary that I briefly identify the sense in which I will use the term reduction and provide some justification for why this sense is appropriate to the issue at hand.  I will understand reduction not in the traditional sense of theory reduction (with the goal of theoretical unification) as proposed by Nagel (1961), Shaffner (1967, 1993), and others, but rather as a form of explanation of wholes in terms of their parts.  This explanatory reduction requires that for a higher-level phenomenon (object, property, process, or event) there exist an explanation composed entirely of lower-level objects, properties, and processes and the rules applying to them that fully explains the higher-level phenomena.  Based on the notion of mechanisms that will be discussed later, explanatory reduction requires existence of a mechanism composed of lower-level entities and activities that explains the higher-level phenomena.  This sense of reduction has been defended by Wimsatt (2000), Sarkar (1998), and Bechtel and Richardson (1992).  The explanation need not be a unified one; there might be different mechanisms that generate instantiations of a particular higher-level phenomenon in different species, for instance.  What counts as an explanation is also an important part of my interpretation of reduction. I will adopt Salmon’s (1984) version of what he terms the “ontic conception” of explanation.  In this view, an adequate explanation depends not only on demonstrating how an event fits into a pattern of regularities in the world, but on elucidating the causal processes that underlie them. Unification is explicitly not a requirement of this notion of explanation (Salmon 1984, 258-9).   This is an important point since I contend
 that the context objection needs to be considered separately from the problem of multiple realizability.  Multiple realizability presents a problem for accounts of explanation that emphasize unification  (e.g. those characterized by Salmon as “epistemic”) and interpretations of reduction that demand that explanations take this form.  The existence of a single higher-level explanation corresponding to a non-unified set of lower-level explanations does not count as reduction in these terms.  But a causal-mechanical account of explanation treats unified and disunified sets of lower-level mechanisms as equivalently good.  Multiple realization is not a problem for explanatory reduction.  Thus, while it is true that in some cases the context objection may involve multiple realizability, this aspect will not be sufficient to show the context to be irreducible in the sense used here.  I will, therefore, not consider here the various arguments involving multiple realizability that have been used against reduction.
  

A straightforward statement of what I am referring to as the context objection to reduction is made by Laubichler and Wagner:

One of our central arguments will be that the relevant context or reference system for all explanations in developmental biology is either the cell or the spatial, regulatory, and dynamical properties of developing systems, rather than the physico-chemical properties of the involved molecules.  (2001, 55)

While their statement refers exclusively to developmental biology, the same argument has been presented in more general terms elsewhere by Kincaid (1990) and is an essential part of the debate surrounding the concept of the gene and reduction in genetics.
  As is made clear in the above quotation, the issue is whether or not the essential aspects of the higher-level context presupposed by the alleged reduction can be satisfactorily accounted for in lower-level terms.  Kincaid (1990) as well as Laubichler and Wagner (2001) argue that the context cannot be described in this way and, consequently, that reduction fails.  Kincaid is more concerned with theory reduction and links the context objection to multiple realizability, which is not a problem for explanatory reduction.  The more serious challenge is Laubichler and Wagner’s argument for how context fails to be adequately accommodated in a reductive explanation.  They claim that the reason that explanations of the context in terms of lower-level objects fail is that emergent properties of the higher-level objects provide a more complete explanation than can be achieved using only lower-level properties (2001, 60-61).
  For this to hold, they require that higher-level entities have causal powers that are not present in the lower-level entities.  This, they argue, is true in virtue of the fact that higher-level entities consist of lower-level entities that are organized and structured both spatially and temporally (2001, 58).  Because this organization or structure cannot be re-described in lower-level terms, features of higher-level entities which depend on this structure can be said to be emergent and to possess novel causal powers. 

In order to argue against the context objection it is necessary to identify in what sense context (or certain components of it) can be claimed to be emergent in a way that is incompatible with the interpretation of reduction used here.  The understanding of reduction presented above relies on the notion of higher-level phenomena being mechanistically explicable in terms of lower-level phenomena.  Thus, in order to pursue my argument, something needs to be said about what mechanisms are and how they figure into explanations.

3. What are mechanisms and how do they explain?  The term “mechanism” is ubiquitous in both science and in the philosophy of science literature. While “mechanism” is virtually never analyzed or defined within science, it is generally clear to the scientists within a field both what form a mechanism must take and when a satisfactory version has been achieved.  Essentially, a mechanism
 must trace how a phenomenon is caused using the objects and activities appropriate to the field and must account for each step in this process, leaving no gaps unaccounted for (these gaps, while often present, are frequently represented by question marks in scientists’ representations of mechanisms and suggest questions remaining to be answered).  This understanding of the notion of mechanism is essentially that elaborated by Machamer, Darden, and Craver (hereafter MDC), to be discussed shortly. 

As a central but unanalyzed term in science, we might expect mechanisms to be of interest to philosophers of science.  Indeed, it does appear with some regularity, particularly in discussions of explanation and reduction.  However, the term has often been taken as possessing a self-evident meaning and left undefined or as impossible to capture in a single definition.
  Nevertheless, the concept of a mechanism is in heavy use, particularly in the reductionism debate where reductionists and anti-reductionists alike call on mechanisms to serve their respective purposes.   


Recently, however, there have been several attempts by philosophers to gain a better understanding of mechanisms in biology.  One way in which an analysis of “mechanism” has been attempted is in terms of parts of systems and their activities.  Such an analysis has recently been attempted by MDC.  According to them:

Mechanisms are entities and activities organized such that they are productive of regular changes from start or set-up to finish or termination conditions.  (2000, 3) 

This definition of “mechanism” shares many features with other recent accounts provided by Bechtel and Richardson (1993) as well as Glennan (1996). MDC’s emphasis on “entities and activities” rather than the “parts and interactions” of these other accounts is, in their view, an essential difference.  The distinction does not make a difference for the use I will make of mechanisms, however, so I will not address this issue.  Because I will adopt the MDC account of mechanisms, however, I will briefly discuss the features that are relevant to my project.  

One of these features is that activities are not only activities undertaken by an entity in isolation, but with respect to other entities. Without the inclusion of activities of entities at the lower level into our explanatory toolbox, we would quickly discover that mechanisms are unable to provide explanations of higher-level phenomena.  The situation is analogous to the debate between methodological individualist and holist explanations in social science.
   If the individualist is permitted only individuals, explanations at higher levels often appear to be irreducible to the individual level, but if the relations between individuals are allowed, social phenomena can be argued to be reducible. Similarly, without allowing relational properties of biological entities to belong to the entities themselves, all biological molecules in isolation will be largely causally inert and all biological phenomena irreducible.  Thus, part of this discussion will depend on providing an account of activities that a lower-level entity does not always engage in, but engages in only in response to or in conjunction with specific other lower-level entities
.  Again, mechanisms can help elucidate this aspect of the problem.

 The idea that a mechanism involves a regular set of changes that proceed from a beginning stage to an ending one is also important since it explicitly attributes a directionality to mechanisms. As we shall be concerned with the direction of causation and of explanation, this is a crucial feature.  The regularity of the mechanism is essential and is provided by the “productive continuity” between steps of the mechanism (ibid., 3). In their use of this term, MDC are clearly making a claim about causation.  

If it is left unspecified in most of the literature on reduction what exactly a mechanism is, it is clear what they are supposed to do for us: they provide causal explanations of the phenomenon of interest.  This shows why understanding mechanisms can help in the debate about reduction in biology.  Mechanisms are directional and the key point on which the debate turns is the directionality of explanation.  The context-dependency of biological processes has been argued to require that some higher-level entities (comprising part of the context needed to explain a phenomenon) cause effects at lower levels, making reduction impossible in principle.  The argument is that reduction requires connections between levels but if these are context-dependent, and to describe the context requires reference to higher-level entities, we will never be able to establish a one-way description of the connection. We also require that the connections between levels be causal generalizations in order to be explanatory.
   Since this is exactly what mechanisms provide, an analysis of context in terms of mechanisms seems to be a promising strategy to clarify or resolve the context objection. 

4. Extension of mechanisms.  The strategy I suggest consists in trying to extend the mechanism to incorporate the context required for the explanation.  If in doing so the sequence of steps in the mechanism (the productive continuity as represented by arrows in the diagrams used to represent mechanisms) always goes from lower-level to higher, then the direction of explanation is also always from lower to higher and context can be incorporated into a lower-level explanation.  Before elaborating what it means to extend a mechanism, two points should be made:

1) Physicalism, the idea that biological systems are composed of nothing but physical stuff or matter, is not a contested issue.  At issue is whether some version of non-reductive physicalism is coherent.  It is uncontroversial to claim that a description of a higher-level biological entity or process can be given in terms of biological molecules and macromolecules.  The dispute concerns whether such descriptions can be fully explanatory.
2) Mechanisms, while necessarily directional, have no logically defined start or finish conditions.  They are always defined relative to pragmatic concerns, or to what is considered significant in a field or experimental system.  Nothing prohibits changing the boundaries of a mechanism.  If we want to explain, as relevant parts of the context, some higher level entity (X) which is already (necessarily) present at the start (time t) of a mechanism (M), we are permitted to extend the mechanism backwards to incorporate the molecular events (add mechanism Y to M to produce mechanism M1) which resulted in X being present at t. Both reductive and non-reductive physicalism permit the claim that mechanism Y exists although they may disagree in some cases about whether it is fully explanatory.  Nothing prevents us, in theory, from extending the mechanism to include all possible variables (call this M
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).  In practice, extension will be constrained pragmatically by the limited causal influence of most variables.  Only if some element of the context is emergent (in a sense inconsistent with reduction) will M
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 fail to be explanatory.  What notion of emergence could support an argument for this conclusion will be the subject of section 5.
To extend the mechanism is to integrate into the primary mechanism of interest one or several other mechanisms, each of which contributes to the total causal explanation.  It refers to incorporating more of what might be considered the background or context when looking at an isolated mechanism defined in terms of a particular inquiry.
 Essentially, it requires integrating into the primary mechanism those other mechanisms that generate, regulate or otherwise provide the required context.  The resulting mechanisms will often resemble complex networks or webs of interactions. This is most evident when we are trying to assign a causal role not just to a gene or a protein, but to a larger entity such as a signal transduction pathway.  


As an example, consider the eukaryotic slime mold Dictyostelium discoideum.  D. discoideum lives as single-celled amoebae feeding on bacteria in the soil.  When this food source is depleted, the amoebae respond by initiating a cAMP (cyclic adenosine monophosphate) signaling cascade and moving up a gradient of cAMP concentration to produce aggregates of about 105 cells which then undergo a coordinated path of

differentiation and morphogenesis (see Fig. 2) to form a fruiting body made up of spore head suspended on a stalk.  Aggregation in this organism is a very complex process; for present purposeI will limit the discussion to the role of protein kinase A (PKA).
  PKA plays a critical role in aggregation as well as in all later stages of development (Kessin  2001, 94).   During the growth to development transition, activation of PKA is required for chemotaxis and aggregation.  During early culmination, activation of PKA induces prestalk cells.  During spore formation, activation of PKA leads to encapsulation of the spores.  Clearly, what PKA does is highly dependent on the cellular, or even organismal (in the case of post-aggregative stages) context.   It seems impossible to say what the role of PKA is without at least specifying the type of cell (amoeba, prespore, prestalk).  But if we turn to the mechanism by which PKA is activated and exerts its effect, it is actually fairly easy to extend the mechanism to incorporate the elements of the cellular context that are needed to explain the divergent roles of PKA.  The most important element of the context is the type of cell surface cAMP receptor (cAR1, 2, 3, or 4), which is present during the various stages.
  Which receptor is expressed at a given time can be described 
[image: image3.wmf]Figure 2.  Life cycle of 
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in biochemical terms as a mid-point in a large interconnected mechanism which consists of a cascade of signal transduction pathways  being activated or inhibited resulting in different transcription factors being activated and different patterns of gene expression (including the car genes) being found at different stages of development.  The essential point is that a mechanism in terms of protein interactions and genetic regulation can be provided to account for the expression of different receptors at various times in development.

What this example illustrates is how mechanism extension can show the context to be molecularly explicable, and hence reducible.  The question is whether this strategy will always provide a satisfactory response to the context objection.  Unless the context involves some feature that is emergent in a sense that opposes reduction, it seems that mechanism extension will succeed.  But is there a coherent and tenable sense of emergence that stands in opposition to reduction?  

5.  Emergence   There is a long history associated with emergence and, accordingly, many modifications to the concept that have been proposed.  The classic British emergentists such as C. D. Broad and S. Alexander intended emergence to provide way middle ground between reduction (or mechanism) and vitalism.
  In their view, everything is constituted by matter - there are no other mysterious forces or entities - but some properties of complex systems are not explainable by, predictable from, or reducible to the properties of their constituent parts.  Thus, what is often termed strong emergence is a form of non-reductive materialism and explicitly contrasts with reduction.  More recent proponents of an emergence that falls into this class are many analytic

 philosophers, particularly those interested in philosophy of mind
 as well as many who support the view that different levels of organization are ontologically distinct  (Emmeche et al. 1997).  This version of emergence also seems intrinsic to the idea that complexity of biological systems is irreducible
 (Mitchell 2002a, 2002b).  The questions that need to be asked of strong emergence are, first, whether or not it can be given a clear enough interpretation to support an argument against reduction, and, second, whether there actually exist any properties that are emergent in this sense. 

The other type of emergence that is currently in use is a weaker sense that does not contrast with reduction.  Weak emergence refers to the idea that complex systems can possess some properties that are not possessed by its component parts in isolation (i.e. in the absence of the structure or organization of the complex system).  Wimsatt is a notable defender of this version; others who have supported it include Rueger (2000a, 2000b) and Bechtel and Richardson (1992).  Because its adherents explicitly admit that it is consistent with reduction, I will not consider this view further. 

5.1. Strong Emergence.  Kim (1999) identifies two features usually associated with strong emergence and that distinguish properties which are “emergent” from those which are merely “resultant”.  First, emergent properties are novel and unpredictable given knowledge of their lower-level bases.  Second, they are not “explainable” or “mechanistically reducible” in terms of their underlying properties.  In particular, it is claimed that these two features entail that emergent properties bring into the world new causal powers of their own and that they be capable of “downward causation”.   That emergent phenomena have autonomous causal powers is crucial in order to avoid their being non-explanatory epiphenomena.  Furthermore, I will argue that if emergence is not to collapse into multiple realizability, it is necessary that emergent phenomena have causal powers that are not co-extensive with those of their lower-level components.  This is particularly important for any account of emergence that connects with Rosenberg’s principle of autonomous reality (1997, S360) in claiming that the existence of new, non-reducible laws or causal regularities at higher levels can be used to define and identify cases of emergence.  That these causal powers should, moreover, be able to be exercised “downward”, on lower-level entities, is particularly relevant to the question of context that is the focus of this paper.  If emergent phenomena cannot act upon the lower level properties, then even if a given context includes emergent features it will not figure into the explanation of lower-level phenomena since the emergent elements can have no causal influence beyond that which is shared by their lower-level components, and any non-emergent elements can, by definition, be provided with a reductive explanation.  


What reason is there to believe that there are phenomena that are emergent in this strong sense of not being explainable in terms of its components?
  One argument is that some higher level properties are strongly emergent because there are autonomous laws or explanatory generalizations that apply to them.  As noted above, this is the anti-reductionist’s principle of autonomous reality that is criticized by Rosenberg (1997) and supported by Laubichler and Wagner (2001).
  But how exactly does the existence of explanatory generalizations at a higher level allow us to conclude that the entities or kinds these generalizations refer to are irreducible and emergent?  The problem with this strategy is that it either relies upon there being a coherent sense of downward causation or it turns into the multiple realizability argument.  Although some recent attempts have been made to rescue it (Welshon 2002, Shoemaker 2002), the consensus remains that downward causation remains a highly problematic notion.
  If downward causation cannot form the basis of strong emergence, however, the argument from laws can support an account of emergence that opposes theory reduction, but not the explanatory reduction I am concerned with.  

In the absence of downward causation, the claim that higher-level entities are the subject of explanatory generalizations which cannot be given explanations in lower-level terms is a claim about unification. The issue is not whether or not an explanation in lower-level terms can be provided for any particular instantiation of the higher-level generalization, but whether the higher-level explanation unifies a set of diverse lower-level mechanisms. Laubichler and Wagner, for instance, argue that we can assign a function to lower-level entities in development only by taking the higher-level context into account.  Thus, genetic redundancy, causal homeostasis of morphogenetic modules, phenotypic plasticity, and interspecific variation in development produce situations where description in terms of the higher-level context is required for explanation (2001, 59).  They provide the example of Hox genes whose function can be explained only by referring to the molecular, cellular, and organismal context in which they occur (2001, 59-60).  But the higher-level explanation is superior only insofar as it provides a unified account of why, for example, a variety of different molecular events which have an effect on cells during a critical point in development, have the same effect on development (Laubichler and Wagner 2001, 61).  This is clearly multiple realizability.  Multiple realizability does have the result that laws at the lower level are non-unified and therefore make the higher-level generalization better if theoretical unification is the goal.  Reduction in this sense fails.  But for explanatory reduction, all that is required is that each instance of a law can be explained in lower-level terms.  This condition is satisfied, thus, there is no reason to support that claim that the higher-level kinds are real and irreducible in this sense.  Emergence based on laws, then, cannot serve as the grounds for an objection to mechanism extension.


Another approach to strong emergence is to claim that features of some systems are not explicable in terms of the non-relational properties of parts and that the relational properties are at a higher level of organization so that phenomena which require an explanation in terms of the non-relational properties are not reducible to the lower level. Since I am not concerned here with theory reduction, and specifically not with whether everything can ultimately be reduced to physics, I will not address the question of how relational properties should be understood with respect to the most fundamental entities of physics.  I will instead restrict my attention to how they relate to explanatory reduction within biology.  


There are two possible readings of the proposal that relational properties can serve as the basis of an argument for strongly emergent properties. First, we might subdivide relational properties into those that are explicable in terms of the atomic parts and those which are not and assert that it is only the latter that generate strong emergence.  A relational property that accounts for emergence can be interpreted as one that is inexplicable via the features of the parts themselves.  But for a property to be inexplicable via the features of the parts just amounts to it being not reducible given the definition used here, and hence strongly emergent. So to argue for strongly emergent properties in this manner simply begs the question.  The second possibility is that any feature of a system that results from any relational property of its parts counts as strongly emergent.  The difficulty with this interpretation is that it would seem to force the conclusion that all biological phenomena are emergent since structure, organization, and interaction with other macromolecules are crucial to even the most basic biological phenomena.  This result might be acceptable given some strong version of reduction, but it will not be acceptable here for two reasons.  First, if the importance of context is to serve as an objection to reduction within the realm of biology, there must exist the possibility that there are reductive explanations in biology. If all of biology is emergent, there is no need to claim that it is context which makes reduction impossible.  Even a simple molecular event such as one protein binding to another would be non-reducible.  For the context objection to even get off the ground, then, we cannot use emergence in a sense that makes all of biology emergent.  Second, there are many relational properties that do seem to be able to be given an explanation in terms of their parts.
 Thus it would be unreasonable to claim that inclusion of relational properties any kind is not allowed in reduction.  For example, the allosteric transition from the relaxed (R) to the tense (T) conformation in the enzyme aspartate transcarbamoylase can now be explained in atomic detail as a result of biochemical and X-ray crystallographic studies (see Fig. 3).  If this sort of interaction is not permitted to count as having a reductive explanation then nothing in biology can be.  It seems then, that a notion of strong emergence cannot be based on the need to take relational properties into account.
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6.  Conclusion.  I have argued that an understanding of explanation based on mechanisms and, in particular, a strategy of mechanism extension can serve as the basis for a defense of explanatory reduction in the face of the context objection.  Explanatory generalizations at higher levels are, without question, informative.  However, there is no

plausible argument that they have novel causal powers that are inexplicable in terms of the underlying mechanisms producing them.  The approach of extending mechanisms provides us with an explanation for why certain patterns of constraint by higher-level entities are seen.  Looking at patterns of interaction between all the lower-level components provides an explanation of, for instance, structural constraints on a phenomenon.  Because the activities engaged in by molecular entities do not act at a distance, spatial and temporal aspects of biological context can be explained in molecular terms.  Emergent aspects of context do not undermine this strategy since this objection either devolves into the multiple realizability argument or refers only to weak emergence which is not in opposition to explanatory reduction. 
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( Thanks to Sandy Mitchell, Paul Griffiths, Dan Steel, Jim Tabery, and Wendy Parker for comments on earlier versions of this paper.


� See, for instance, Laubichler and Wagner (2001), and Kitcher (1999).  Sterelny and Griffiths (1999, 145-7) provide an overview of such work and the arguments it supports.  Brandon (1984) argues for this position in the context of evolutionary biology.


� That mechanism extension requires not only incorporating aspects of the higher level context, but also requires their re-description in lower-level terms is essential.  Interlevel mechanisms as discussed by Craver (2001) do not require this re-description and so cannot be used to resolve the context objection.


� That the context should be understood as emergent and that it is this aspect of the context that makes it non-reducible has been argued for by Laubichler and Wagner (2001).


� I am explicitly not concerned with genetic reduction, but with reduction of higher level “functional” biology to molecular biology.  I take the base level to be biological macromolecules (including DNA, RNA, proteins, signaling molecules, etc.) and their interactions.  


� See Sarkar (1998) for a thorough discussion of this topic.


� As does Kincaid (1990).


� See, for instance, Fodor (1975).


� See chapters 6&7 of Sterelny and Griffiths (1999), Schaffner (1993, 1996), Waters (1994), Neuman-Held (1998), Oyama (1995), and Beurton et al. (2000).


� The argument is that the higher-level explanation contains causal information that cannot be contained within the lower-level explanation and is thus more complete.  This must be distinguished from the argument that explanations in higher-level terms are often superior in terms of cognitive manageability.  In the latter case, there is no claim that the higher-level explanation is more complete.  I agree that explanations or mechanisms involving higher-level entities (or inter-level mechanisms incorporating both higher- and lower-level entities) are sometimes better suited to a particular explanatory goal.  My concern is only with the argument that it is sometimes impossible for explanations in terms of higher-level entities to be fully represented in lower-level terms.


�  “Mechanism” and “pathway” are often used interchangeably.  I consider them to be identical and will treat them as such in this paper.


� See Brandon (1984), Schaffner (1993), Rosenberg (1997), Wagner and Laubichler (2001).


�  See Petit (1993), Kincaid (1994, 1996 chapter 5).  Note also that Laubichler and Wagner make reference to this issue (2001, 65-6).


� Shoemaker (2002) discusses this issue in terms of “micro-manifest” and “micro-latent” powers.  “Micro-latent” powers can produce emergence, “micro-manifest” powers cannot.  The difficulty with this position is in what sense “micro-latent” powers are really different from “micro-manifest” powers when we are looking at biological objects that do not often act merely in accordance with some always manifest property such as mass.  We risk making almost all biological phenomena emergent unless we can establish more stringent criteria for delineating manifest and latent powers of biological molecules.


� “A molecular or genetic explanation of a developmental phenomenon, say limb development, only makes sense if there is a strong causal relationship between particular molecular events and the phenomenon to be explained.  Such a strong relationship is necessary in order to assign a specific causal role to a gene or molecule.” (Laublicher and Wagner, p. 59)


� Wimsatt (2000) suggests finding an “embedding system” including the higher-level context or extra-systemic sensitivities (270) to provide a reductive account of emergence.  However, he does not develop this strategy.  Craver (2001) also provides an account similar to this in describing contextual, isolated, and constitutive perspectives on hierarchical, multi-level mechanisms.  His account focuses on functional roles and does not address the question of emergence.


� I will not attempt to portray the full mechanism.  The reader interested in more detail is referred to Kessin (2001).  


� This is a simplified picture as other signaling components in the cell, particularly the α subunits of the heterotrimeric G-protein which binds to the cAMP receptors, are also developmentally induced and play a role in the activation of PKA.  For the sake of brevity and clarity, I am restricting my discussion to the cAMP receptors.  The mechanism can be extended to incorporate the other relevant components, but to do so here would be unwieldy.  


� For a review, see McLaughlin (1992).


� See Shoemaker (2002),  Klee(1984), and Welshon (2002).  Kim (1999) has argued against the position.


� This view is not unanimous.  For example, Ricard (1999) claims that only weak emergence applies to complex systems.


� See Klee (1984) for a general survey of how types of emergence based upon unpredictability, novelty, invariant order of the higher level, and downward causation (or “macro-determination” as he refers to it) are consistent with a reductive physicalism (or “micro-determination”).  Schröder (1998) deals specifically with non-deducibility and downward causation.  I will focus more specifically on understandings of emergence that might support the context objection.


� Kekes (1966) also argues for emergence in this way.  


� I will not review the case against it here; for arguments that downward causation is either incoherent or, in a coherent form, cannot support a strong sense of emergence see Kim (1999) and Schröder (1998).  


� Shoemaker’s account (2002) of micro-latent and micro-manifest properties accounts well for just the kind of relational properties we find in biology. 


� This view is expressed by Ricard (1999, 2).
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