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1.
Introduction


Linguistic practice is richly textured.  Not only can speakers do remarkably many different sorts of things with words,
 but even the classificatory and descriptive activities they pursue with language exhibit subtleties that seem to defy systematic description.  Consider Chomsky’s example of ‘water’.
  Steeping a teabag in a cup of water yields a dilute solution of H2O containing, inter alia, various free amino acids and free sugars, catechins, caffeine, and tannin.  Under some circumstances, speakers would classify the contents of the cup as tea, not water.  Under other circumstances—for instance, in which the relevant chemicals have seeped into the municipal water supply before reaching the tap—speakers would classify the cup’s contents as water (and possibly as tea too, if they were apprised of its chemical composition).  One explanation of this phenomenon is that the correctness of a speaker’s classification of a particular sample as water, or as tea, depends upon more than that sample’s intrinsic properties (here, its chemical composition).


Cases involving other lexical categories seem constructible as well.  It is plausible that whether a speaker would apply the adjective ‘blue’ to the contents of an ink bottle can depend upon her purposes in making the classification.  Under some circumstances, what is relevant is the color of the fluid in the bottle (which may be black); under other circumstances, what matters is the color of the ink on the page.


Cases involving phrasal categories are imaginable.  Consider the verb phrase in the sentence ‘The shoes have holes in them’.  Whether a speaker would treat the eyelets through which the laces are threaded as relevant perforations can, it seems, depend upon the purposes of making the classification.  Under some circumstances (e.g., in teaching a child how to lace her shoes), the eyelets might matter.  Under other circumstances (e.g., in considering whether it is time to buy new shoes), they might not.


So described, I take these cases to be data; their existence should be accepted without controversy.  Views differ, however, about what sorts of properties of language they illustrate.  According to one view, they show that, even if the standing linguistic meanings of these words and phrases are held fixed, their referential contents differ from one occasion of use to another.  Therefore, their linguistic meanings underdetermine their contributions to the truth conditions, in context, of sentences containing them.  This much is consistent with maintaining that these expressions are semantically indexical, i.e., that their meanings dictate that their referential contents shift across contexts.  But it is far from clear that we can assimilate these cases to any independently motivated model of semantic indexicality.
  I will take a terminological cue from François Recanati (1993) and say that such views treat these expressions as having, not a referential semantics, but a referential pragmatics.  Provision of contextually variable pragmatic information is required, in a manner and to an extent quite unconstrained by lexical and phrasal meaning, to determine these expressions’ referential content.


Some linguists and philosophers influenced by Chomsky, including Hornstein (1984), McGilvray (1998), and Pietroski (n.d.), have exploited arguments similar to those given by advocates of referential pragmatics; but they take an even stronger view.  They, like Chomsky, deny that the notions of reference and truth play any substantive role in illuminating the semantic dimension of language.  Semantics, according to them, is thoroughly internalist, a form of syntax (broadly construed as the computable relations between representations).
  Chomsky and McGilvray maintain that the context dependence manifested in examples like those given above is only misleadingly described as a feature of the reference of word to world.  Rather, the examples illustrate Chomsky’s idea that “a lexical item provides us with a certain range of perspectives for viewing what we take to be the things in the world, or what we conceive in other ways; these items are like filters or lenses, providing ways of looking at things and thinking about the products of our minds” (2000, 36).  It is thus well worth considering what lessons are to be derived from such examples.


The aim of this paper is to criticize the resort to referential pragmatics, but to do so in a rather unorthodox fashion.  Standard responses to putative cases of the semantic underdetermination of referential content take one of two general forms.  Either the context dependence of referential content is admitted but accommodated by some type of linguistic trigger (typically the provision of a variable in the semantic structure of the sentence whose value is contextually provided), or the context dependence is denied, and its apparent presence is explained away by some appeal to pragmatic notions of speaker’s meaning and conversational implicature.  I will explore a response that takes neither form.  My proposal is that the context dependence, where genuine, is not semantic—it is not a variation in truth conditions across context—but is what I shall call para-semantic, and derives from a different source.  I develop this proposal in §§2–4 by drawing a distinction between the semantic and para-semantic information involved, or exploited, in linguistic interchanges, and I suggest a motivation for the distinction deriving from the informational encapsulation of semantic knowledge.  I illustrate the view in §§5 and 6 by critically discussing various arguments and claims made by Marga Reimer, Kent Bach, François Recanati, and others.  I close in §7 with a challenge to my view.

2.
Truth-Value Variations and Context Dependence: Some Initial Considerations


The truth value of propositional representation R is a product of two factors: how R represents things to be, and how things are.  If we encounter two situations—call them “contexts” for now—in one of which R is to be evaluated as true and in the other of which it is to be evaluated as false, our explanation of the divergence might appeal either to a divergence in how things are represented to be or in how things actually are.  A bit more precisely: such a divergence in truth value can be explained either by ascribing a difference in the truth conditions of R as tokened in each context, or by denying such a difference and arguing instead that “things have changed” in such a way that R’s truth condition was met when R was tokened in the first context and unmet when tokened in the second.


Variations in truth conditions are linguistically determined in many cases, as with sentences containing demonstrative and personal pronouns, and those with tense inflections.  Are there cases in which truth-conditional variation is non-linguistically mandated?

2.1.
Linguistically determined context dependence: the case of gradable adjectives


‘It’s sharp’ varies in truth value from utterance to utterance.  Part of the explanation is that the lexical meaning of ‘it’ permits contextual latitude in the semantic value that it contributes to the determination of the truth conditions of sentences containing it.  The meaning of the sentence’s tense inflection, likewise, induces a form of context dependence, one standardly keyed to the time at which the sentence is uttered.  Now consider two contexts in which Jones utters ‘It’s sharp’, speaking of the same kitchen knife each time.  In the first context, Jones makes the utterance in response to a request for a more suitable slicer of canteloupe than the butter knives on the table.  In the second, Jones makes the utterance in response to a query about whether the knife, like the prior shipment from the factory, is defective.  Suppose that it is, indeed, defective; it was not well honed.  It would then be natural to say that Jones was right the first time and wrong the second.  Let us provisionally assume that the first utterance was true, the second false.


If so, then the difference in truth value is not to be explained in terms of any change in those “intrinsic” properties of the knife on which we might naturally take its sharpness to supervene.  Linguistic intuition partly corroborates this suspicion.  Notice the difference between ‘It’s not sharp’ and ‘It’s no longer sharp’ (referring to the time of the first utterance); an utterance of the latter in place of the former would have been odd.  But if, nevertheless, ‘sharp’ as employed in the first utterance applies to the knife (or its blade) but not as employed in the second, is there a uniform contribution it makes to the truth conditions of the two utterances?


The answer is not obvious.  ‘Sharp’ is a gradable adjective, with a number of systematic syntactic and semantic traits.  Christopher Kennedy (1999) has argued that a gradable adjective denotes a “measure function” from objects to degrees on an interval scale associated with that adjective.  Delia Graff (2001) has exploited such an account in developing a theory of the semantics of vague terms, of which gradable adjectives are paradigmatic instances.  Her account, applied to ‘sharp’, entails (very roughly) that in a given context of use, ‘sharp’ denotes a relation between individuals and properties that obtains between an object x and a property P just in case x’s position on the sharpness scale is significantly greater than the position on that scale that marks the relevant norm of sharpness for objects with P.  This account entails that the meaning of ‘sharp’ is relational.  Whether ‘sharp’ applies to x depends upon whether x bears the aforementioned relation to whatever property P is determined by the context of the use of ‘sharp’.  Where P varies, so does the relation denoted by ‘sharp’.  Hence we might try to explain the difference in truth value between the two utterances of ‘It’s sharp’ by showing how the context determines different relations for ‘sharp’ to denote in each utterance by determining different Ps.  We might say, for instance, that in the context of the first utterance, the relevant P is the property of being suitable for slicing canteloupe, or something to that effect; in the context of the second utterance, it is the property of being a newly machined knife.


This type of account of the meaning of ‘sharp’ would impute covert context dependence in the determination of its satisfaction conditions.  Such an imputation is not unreasonable in principle, and it may indeed enjoy excellent empirical and theoretical support.  Graff restricts her semantic account to gradable adjectives; it is not designed to account for the vagueness of expressions in other grammatical categories (notably nouns like ‘heap’).  Though Graff developed her theory to account for adjectives that are susceptible of sorites paradoxes, others have advocated similar semantic accounts of adjectives with broader concerns of context dependence in mind.  Zoltán Szabó (2001), for instance, argues that most adjectives are semantically parametric: they incorporate covert variables whose values are supplied either linguistically or by extra-linguistic context.  For instance, the logical form of ‘sharp’ might be represented as something like ‘(sharp(C))(x)’, in which ‘C’ is a variable that ranges over comparison classes, and whose value may be supplied either by explicit linguistic material or by the utterance context.  So ‘It’s sharp for a butter knife’ renders explicit the standard by which the sharpness of the knife is to be assessed, while that standard might be made otherwise salient in a context of the utterance of ‘It’s sharp’, such as that described in §1.

2.2.
Radical context dependence: Travis cases


Szabó presents his account in part as a response to arguments by Charles Travis that purport to show that the truth conditions of sentences in a human language, and the contributions to truth conditions made by their lexical and phrasal constituents, are radically context dependent—undetermined, or unspecified by lexical and phrasal meaning.
  This is to say that, however the linguistic meanings of lexemes, phrases, and sentences may constrain the truth conditions of sentences as uttered in particular contexts, those linguistic meanings typically underdetermine the truth conditional contents the expressions contribute in context.  (I will say more about underdetermination in §6.) Travis holds not only that linguistic meaning typically underdetermines truth-conditional content in context, but also that this underdetermination is a necessary consequence of what it is for something to be a meaning-bearing symbol.  He expresses this view, which he attributes to Wittgenstein, thus:

In short, the picture of semantics which Wittgenstein is concerned to undermine in his discussion of rule-following is a picture which makes room for S-use sensitivity [i.e., context dependence] no matter what semantic properties there may be.  It leaves no room for our finding or inventing appropriately chosen semantics for items to have which in principle would block S-use sensitivity from arising for those items. (1989, 71)


The bedrock of support for Travis’s contention consists in the purported profusion of what I shall call “Travis cases,” which are designed to exhibit the dependence of truth-conditional content upon utterance context (and correspondingly, the underdetermination of truth-conditional content by linguistic meaning).  Travis cases are constructed according to the following recipe.

Step 1: Expression.  Select a linguistic expression (e.g., a lexeme or phrase).

Step 2: Object.  Specify a relevant object and its intrinsic properties.

Step 3: Contexts.  Describe two contexts in which the expression might be used in accordance with the following two constraints:

1.
The object and its intrinsic properties, specified in Step 2, are held fixed;

2.
The expression is to be judged as applying to that object one context and as failing to apply in the other.

The point of the specifications in Step 2 is to rule out the possibility that the contextual variation exhibited in Step 3 is due to changes in the intrinsic properties of the objects themselves.  In brief, the point is to exhibit shifts in the application of an expression across contexts that are attributable neither to changes in the objects spoken of nor to linguistically mandated shifts in the expression’s satisfaction conditions.


The relevant notion of “intrinsic property,” invoked in the recipe and earlier in §1, is difficult to define.  The terminology, indeed, is misleading, since the properties at issue need not be non-relational.  Velocity, for instance, is clearly relational; yet for the purposes of constructing Travis cases for ‘fast’, the salient object’s velocity may well be considered intrinsic in my sense.  It may be unclear whether to treat the property of being perforated as relational, but we may regard it as intrinsic in my sense when constructing Travis cases for ‘have holes [in them]’.  As a first pass, we might characterize this notion of “intrinsicness” negatively, as something like “attaching to an object independently of any discursive, conceptual, classificatory, epistemic, conversational, etc. viewpoints, interests, purposes, or reactions subserved or registered by ascribing it.” The point is that intrinsic properties incorporate no relativity to the perspectives of concept-mongering agents; whether they attach to a given object is a completely perspective-free matter.


It may appear as though we can construct Travis cases for each of the three expressions with which we began in §1.  ‘Water’ might be true of a cupful of the dilute H2O solution described above when considerations of origin and provenance are salient (it came from the tap), but not when considerations of chemical purity, or of intended use, are relevant.  ‘Blue’ might apply to a sample of ink on the page, but not in the bottle.  A pair of shoes might satisfy ‘have holes [in them]’ when that phrase is used in a context in which the sort of perforation of the shoes doesn’t much matter (so that the presence of lace eyelets suffices), but not in a context in which the shoes’ decrepitude is a pressing concern.


Let us accept these apparent data as genuine, for the sake of argument.  Why should a referential conception of semantics be threatened? In the next section I introduce a notion of satisfactional underspecification, which we may exploit both in framing a challenge for referential semantics (in §3.1), and in meeting that challenge in two different ways: A Gricean route (in §3.2), and a route that exploits what I shall call a distinction between semantic and para-semantic information (in §4).

3.
Underspecification in Satisfaction Conditions


It is a general, if obscurely expressed, truth about language that an expression’s satisfaction condition may be met in a variety of different ways.  ‘Grandmother’, for instance, does not lexically distinguish between maternal and paternal relations; thus, ‘grandmother of Sam’ applies equally to Sam’s father’s mother and to Sam’s mother’s mother.  With some expressions, one or another of various ways of meeting a phrase’s satisfaction conditions may be contextually privileged; thus, to take an example from Atlas (1989), ‘the girl with the flowers’ may be satisfied, in one context, by the girl selling flowers, while satisfied in another by the girl wearing flowers.  But again, neither of these ways of meeting the phrase’s satisfaction conditions seems to be specified as a component of its standing linguistic meaning, nor is it plausible that a disjunction, or list, of such more specific conditions is linguistically determined.


I shall call this phenomenon satisfactional underspecification.  This is a general label intended to accommodate cases differing in potentially important linguistic respects.  If, as seems likely, it is the preposition ‘with’ that is responsible for the satisfactional underspecification of ‘the girl with the flowers’, we might think that the need for contextual specification is triggered by the lexical meaning of ‘with’, since, unsupplemented by context, its content is extremely abstract and schematic.  With other lexical categories—e.g., nouns, adjectives, and verbs—the idea that contextual specification is linguistically mandated seems less plausible.


The phenomenon of satisfactional underspecification is well known.  Consider this remark by Heim and Kratzer:

The truth of (1) [‘There is a bag of potatoes in my pantry’] can come about in ever so many ways.  The bag may be paper or plastic, big or small.  It may be sitting on the floor or hiding behind a basket of onions on the shelf.  The potatoes may come from Idaho or northern Maine.  There may even be more than a single bag.  Change the situation as you please.  As long as there is a bag of potatoes in my pantry, sentence (1) is true. (1998, 1)

This illustrates several instances of underspecification: that of ‘potatoes’ (with respect to provenance: Idaho or northern Maine); ‘bag’ (material constitution: paper or plastic; size: big or small); ‘in my pantry’ (specific location inside the pantry: sitting on the floor or hiding behind a basket of onions on the shelf); the quantifier ‘there is’ (one bag or several).  Satisfactional underspecification is an uncontroversial instance of the efficiency of language, to use Barwise and Perry’s (1983) phrase.  That satisfaction conditions leave slack in how they are to be met is a condition of the possibility of a central feature of linguistic representation: that we can re-use pieces of language to describe new situations.

3.1.
A problem for referential semantics?


But the distinction between a unitary satisfaction condition, on the one hand, and the variety of ways to meet it, on the other, seems to generate a problem for referential semantics if we assume the possibility of Travis cases.  It is important to note that a Travis case for an expression e involves the following features: (1) the context dependence of e’s reference involves a distinction among ways of meeting e’s linguistically determined satisfaction condition, and privileging different such ways in different contexts; (2) neither the distinction among ways, nor their contextual privileging, is mandated, triggered, or otherwise provided for by e’s linguistic meaning.  Feature (2) is crucial, since otherwise it would be appropriate to treat e’s referential context dependence as an instance of linguistic indexicality.  Thus, if a Travis case is constructible for e, we appear to have an expression whose referential context dependence is non-linguistic; the word has only a referential pragmatics.


Why suppose that a given expression might display feature (2)? Travis’s examples are meant to show that the differences among ways of meeting a satisfaction condition are so subtle and numerous, and the respects in which contextual factors select from among these ways are so unsystematic, that it is mysterious how it could be possible to construct an account of context dependence that made these differences and factors (and the relations between them) explicit.  And if we make the further assumption that to exhibit a speaker’s understanding of a referential expression in context requires specifying both her knowledge of its satisfaction condition and the contextually privileged way in which an object must meet that condition, then we face a pessimistic conclusion: no explicit and systematic account of a speaker’s understanding of that word, in context, is possible.

3.2.
Denying the data: a Gricean response


It is tempting to invoke Gricean conversational implicature and to deny the assumption that Travis cases exhibit genuine cross-contextual differences among the privileged ways of meeting the expressions’ satisfaction conditions.  The idea is that greater specificity in satisfaction conditions is uniformly involved in uses of the word; many cases in which speakers apply the word to objects that fail to meet the more specific conditions are nevertheless conversationally appropriate.  There are two ways of implementing the suggestion.  One is to maintain that some single way of meeting the satisfaction condition is always contextually privileged; another is to collapse the distinction between the satisfaction condition and ways of meeting it by holding that the linguistic meaning of the expression determines a more specific satisfaction condition.


The first tack, but not the second, is compatible with preserving homophony in the (interpretive) T-sentences derived by the semantic theory.  Consider the following:

(1)

‘It’s water’ is true iff it’s water.

(2)

‘It’s sharp’ is true iff it’s blue.

(3)

‘The shoes have holes in them’ is true iff the shoes have holes in them.

To take the suggested Gricean line in its first version is to hold that, for instance, (1) is true and interpretive although there is a uniformly privileged way of meeting the truth condition of ‘It’s water’ (a privileged way to “make it true,” so to speak) on which the truth theory is silent.  Suppose that this privileged way is given in terms of the property of being chemically pure H2O.  If this is right, then many cases in which a speaker applies ‘water’ to a sample of liquid that isn’t chemically pure H2O are presumably to be explained as conversationally appropriate misapplications of the word.


But this is an odd view.  For if some more specific way of meeting the truth condition of ‘It’s water’ is uniformly privileged, it becomes difficult to see why the further specification isn’t simply part of the sentence’s truth condition.  If the greater specificity is always present in speakers’ understanding of the word, why not register it explicitly in the semantic theory?


This suggests that the second tack is superior.  We might thus rewrite (1) accordingly:

(1()

‘It’s water’ is true iff it’s chemically pure H2O.

The explanation of speakers’ linguistic behavior and truth intuitions could proceed as before: what flowed from the tap in Chomsky’s example fails to meet ‘water’’s lexically determined satisfaction condition, and our temptation to apply the word to the liquid, for reasons presumably unrelated to considerations of its chemical composition, has a pragmatic explanation.


Yet even this form of the implicature strategy faces problems.  Considerations of linguistic phenomenology, though hardly conclusive, seem difficult to square with an account that predicts that when I call the stuff flowing through the Hudson River ‘water’, I say something false.  Competent speakers may know just how impure the water is, and they may even joke about the charity involved in applying the term; yet it would probably not seem to them as though a falsehood had been uttered.  And there is a problem of motivation: an account is needed of why (1(), rather than some other non-homophonic T-sentence, gives ‘It’s water’’s interpretive truth condition.  Considerations deriving from causal and other “externalist” accounts of reference, for instance, might seem relevant here.  But it is important to mark the distinction between semantics, which is concerned with ascribing the linguistically determined truth conditions to sentences, and meta-semantics, which aims to explain “where truth conditions come from,” i.e., what semantic significance consists in.
  Insensitivity to the distinction breeds confusion.  Causal theories of reference are meta-semantic, hence metaphysical, theories.  Such accounts might plausibly maintain that the relevant reference-constituting relations link ‘water’ (or its uses, or users) to H2O.  Yet such meta-semantic truths do not imply per se that (1(), as against (1), captures the linguistically determined truth conditions of ‘It’s water’.

3.3.
A motive for minimizing context dependence


Yet noting the distinction between semantics and meta-semantics hardly suffices as a diagnosis of the temptation to take the implicature response.  One who thinks that ‘The shoes have holes in them’ is true iff the shoes have perforations of any diameter however small, does so for reasons presumably unrelated to questions of how semantic significance is constituted.  The motive, I think, is admirable enough: it is the resistance to attributing unbridled truth-conditional context-dependence to linguistic elements whose meanings are not parametric (thus unlike ‘I’, ‘here’, verb tense, and the like).  And the motive is reasonable.  If we are to conceive of truth conditions as a robust feature of language design,
 and not merely an interaction effect between genuine linguistic properties and possibly unsurveyable pragmatic factors pertaining to the appropriateness of language use,
 truth conditions had better be determined systematically, on the basis of universal principles of grammar, from lexical and phrasal information that can be acquired by anyone under a wide range of conditions of exposure to language.  Concerns of systematicity underlie the impetus for treating truth conditions as compositionally determined; concerns of learnability encourage a preference for positing simple structural principles of semantic composition and informationally minimal lexical entries.


There are cognitive and epistemological reasons, too, for keeping semantic content informationally minimal.  These reasons derive from the attractiveness of a modular conception of linguistic understanding, which I will sketch in the next section.  

4.
The Functional Organization of Linguistic Knowledge


I conceive a language user’s capacity to understand utterances of sentences in his language
—a feature of his semantic competence—as grounded in aspects of the mature state of the speaker’s language faculty, in essentially Chomsky’s sense.  The language faculty, part of the speaker’s biological endowment, yields a computational procedure that generates linguistic structures with phonetic, structural, and semantic properties.  Again following Chomsky, I term this computational procedure the speaker’s I-language.


I assume that the computational mechanisms that subserve the derivation of a semantic representation from the acoustic properties of a heard utterance—processes that recover phonological, lexical, structural, and semantic information—operate quickly, reliably, and in the normal case largely outside the speaker’s cognitive control.  This conception comports well with the assumption that these mechanisms approximate modularity in Jerry Fodor’s sense.


It is for such reasons that I conceive of utterance understanding as a quasi-perceptual capacity.  That is to say, it is a component of a speaker’s possession of a language L that he is disposed to enter into mental states with specific representational contents nearly automatically and involuntarily upon perceiving utterances of sentences in L.  A comparison with perceptual illusions is helpful.  Though one can convince oneself that the interior circles in a Titchener diagram are equal in diameter, the appearance of a disparity persists.  To take another case: by viewing a stereogram one may trigger the stereoptic mechanisms that compute depth from retinal disparity that thereby cause one to “see” a unified, spatially deep image, although one knows that what is being perceived is a pair of two-dimensional dot diagrams.  Matters are similar with utterance understanding: by design, by malapropism, or by sheer accident with no communicative intentions whatsoever, someone may emit a series of noises that I cannot help but hear as an utterance of ‘Snow is white’, a sentence with a specific sound, form, and content.


I take seriously the analogy I have drawn between episodes of utterance understanding and states of sensory perception.  I believe that what is presented to the hearer in the former case is a piece of language with a sound pattern, a structure, and a meaning, all of which are mandated by the psychological mechanisms that implement the hearer’s grasp of his language.  I also believe that the contents delivered by these mechanisms are representational in the sense that utterances of sentences are heard as presenting fully propositional—that is, truth-conditional—contents.  And, as I will elaborate in §6 below, I believe that these contents are the best candidates for being conceived as the “things said” by speakers.  My reasons derive primarily from the thought that the transmission of content linguistic communication is epistemically secure: To suppose that utterance content is drastically underdetermined by standing linguistic meaning is to render all the more problematic how speakers manage reliably to instill true beliefs in their hearers about what they have said.


I should clarify some terms that I will be employing in my discussion.  I will speak somewhat freely of the semantic module of the language faculty.  This reflects my endorsement of the general picture of a speaker’s linguistic competence as resting upon her possession of a body of information that plays a distinctive functional role in her cognitive economy.  Yet by this manner of speaking I intend no particular, substantive account of what distinguishes the semantic component of a speaker’s generative grammar from other components, nor, for that matter, from other, non-linguistic cognitive systems.


Correlatively, I often speak of differences between the semantic and non-semantic information exploited by the cognitive systems that subserve linguistic communication.  I propose to use the phrase “semantic information” as a general term that refers to whatever information is proprietary to the semantic module.  This does not imply that non-semantic information is unnecessary for computing a truth condition for a heard sentence.  On the contrary, I assume that non-semantic information is often required for that purpose.  For instance, it is required whenever the provision of semantic values to variables in LF is necessary to compute a truth condition.  It is required also for parsing, i.e., for assigning a grammatical representation to a stream of acoustic input.  In this sense, then, non-semantic information is indeed “truth-conditionally relevant.” The sense with which I am concerned, however, is not this but rather the sense in which non-semantic information is truth-conditionally relevant if it enters into what (metaphysically) constitutes truth-conditional content.  I suggest that many purported examples of the incorporation of non-semantic information into the computation of truth-conditional content are better understood in terms of the influence of what I shall call para-semantic information in determining whether a sentence’s truth condition is met.  By extruding para-semantic information from the domain of linguistic competence, we remove one important obstacle to treating truth-conditional semantics as a genuine component of competence, understood within the computational framework I favor.


Informational encapsulation constitutes an important reason for desiring a way to constrain the truth-conditional content of linguistic expressions; a related, though more fundamental, desideratum is to retain the idea that semantic content is computable.  Relevance-theoretic accounts of utterance understanding, like that presented in Sperber and Wilson (1986), both deny that linguistic meaning determines truth conditions and maintain that, nevertheless, truth conditional content is a computable property of utterances.  Yet the informal expositions they give of the notion of “relevance,” which lies at the center of their theory of utterance interpretation, render it prima facie implausible that the interpretive processes they outline are, in fact, computable.  There remains reason to seek simpler accounts of utterance understanding.

4.1.
Semantic and para-semantic information: the functional difference


I raised questions in §3.2 about what I called the “Gricean” interpretation of Travis cases.  Having sketched a modular conception of linguistic competence, I can now expand upon the complaints I made.  Semantics is concerned with specifying the information deployed by the semantic component of the language faculty; the conceptual apparatus it deploys is thus limited to what the speaker exploits in linguistic cognition.  We ought therefore to circumscribe our semantic vocabulary in such a way that the interpretive T-sentences for a language L express information that is represented in the cognitive systems that generate the expressions of L; and to do so is to enforce a distinction between such information and the rest of the background knowledge and belief that informs an L-user’s speech behavior.  


This distinction between types of information constitutes a version of the analytic-synthetic distinction.  I shall not here undertake a thorough defense of this version of the distinction.  I note only that the distinction needed for linguistic theory has a functional significance, and need imply nothing about the distinction between a posteriori and a priori knowledge.  Suppose, for example, that (4) is deducible strictly within our semantic theory for L:

(4)

x is missing y  (  x doesn’t have y.

That (4) is thus deducible does not imply that an L-user knows it a priori.  What does follow, however, is that (4) follows from information given in the lexical entry for ‘missing’ that predicts the ambiguity of such sentences as ‘The watch is missing a battery’.  Lexical information thus contributes to explaining systematic regularities of linguistic form and meaning, features of language design.  The legitimacy of attributing complex syntactic and informational structure to lexical entries is a subject of philosophical dispute, however, and I will not address the issues here.


There are many kinds of background information exploited in speech behavior: contextual information involved in parsing acoustic inputs and in assigning values to indexicals fall under this head.  The sort of background information of importance for present purposes, however, concerns the relation between the satisfaction conditions of (non-indexical) expressions and the configurations in extra-linguistic reality, otherwise conceptualized, that constitute meeting those conditions.
  This is what I call the distinction between semantic and para-semantic information.

4.2.
Understanding and epistemology

The distinction between semantic and para-semantic information is congenial to an account of linguistic understanding that separates it, to a significant extent, from various cognitive and practical capacities that one might otherwise think are constitutive of linguistic understanding.  This is as I think it should be.  Yet it is unquestionable that successful linguistic performance requires an extensive body of para-semantic information, which underlies the capacity to recognize when linguistically determined satisfaction conditions are met.  I may decide that ‘There is a bag of potatoes in my pantry’ is true, and hence fit to utter, modulo considerations of conversational appropriateness, after noticing the brown paper sack of russets on the floor (or the netted plastic bag of Yukon Golds on the shelf).  Thus, I may recognize the scene before my eyes as involving a brown paper bag of russets on the pantry floor—if you like, in terms of those concepts—and recognize that that is one way for there to be a bag of potatoes in my pantry.  Proprietary semantic knowledge then justifies my inferring that the truth condition of the aforementioned sentence is met.  Presumably, I would be incapable of engaging in anything like normal linguistic practice unless I were generally fluent in this sort of para-semantic reasoning—that is, in typing situations according to the relation situation x is a way of being situation y.


The distinction between semantic and para-semantic information has an important epistemic significance, towards which I gestured earlier by describing linguistic understanding as a “quasi-perceptual” capacity, and by distinguishing semantic and para-semantic information in functional terms, i.e., in terms of the roles these types of information play in a speaker’s cognitive economy.  The fundamental idea is that language is, inter alia, an information input system, like vision or audition.  By this I mean that it is a function of language to transmit not only content, but also knowledge.  I take this to mean, among other things, that to receive a content by perceiving an assertoric utterance is thereby to acquire a default, prima facie justification for accepting that content as true.
  My view, then, likens the epistemology of linguistic communication to “modest foundationalist” accounts of the justification of perceptually based belief.
  I believe that linguistic competence places one in a position to acquire default, prima facie justification for believing what I will call semantically basic contents upon hearing and understanding utterances made with the appropriate illocutionary force.  (I intend the phrase to evoke an analogy with James Pryor (2000)’s notion of “perceptually basic beliefs.”) Relative to (an utterance of) a given sentence S, the semantically basic content c it presents is epistemically distinguished from various para-semantic contents associated with c in the context of utterance in virtue of the fact that one’s warrant for believing c is grounded in one’s having heard and understood S, whereas one’s warrant for believing the para-semantic contents associated with c derives from other, non-linguistic sources.


The default justification I have been speaking of can of course be overridden.  Margaret may utter ‘The apples are red’, and Sam may have reason to believe that, in speaking thus, Margaret is lying or misinformed.  That may be sufficient to defeat Sam’s default justification for believing what Margaret said, i.e., that the apples are red.  Yet Sam remains justified in believing that what Margaret said, in uttering those sounds, was that the apples are red.  There is an analogue here with perception.  Suppose that Sam has a visual experience as of a red ball resting on a table in front of him.  Then he has prima facie reason to believe that there is indeed a red ball there.  If Sam acquires reason to believe that what he is seeing is a hologram, he may lose his default justification for that belief.  Yet his experience still depicts a red ball resting on a table in front of him.  Part of what grounds one’s default justification for accepting as true the contents that one’s visual and linguistic experiences represent is that the cognitive mechanisms that produce those experiences produce them as presenting the contents they do; they come with their contents already attached, as it were.


Consider another example.  My mug filled with 6 ounces of Garelick Farms 2%, Sam’s refrigerator with a carton of Organic Valley Skim, and Margaret’s custard all instantiate the property of containing milk.  Such differences can affect the appropriateness of forming certain beliefs and intentions on the basis of information one receives through the linguistic processing of utterances.  (I will henceforth call this “linguistically transmitted information.”) Margaret may address an utterance of ‘There’s milk in the refrigerator’ to Sam, and Sam may understand it; whether Sam acquires a reason to form the intention to retrieve a carton from the refrigerator and pour himself a glass of milk may well depend on whether it is reasonable for him to infer that there is a carton of milk, rather than a puddle of milk, in the refrigerator.  The reasonableness of either inference undoubtedly depends on factors additional to the information transmitted by Margaret’s utterance.  That is, Sam may understand Margaret’s utterance and even accept it as true without, on that basis, having any justification for believing, of two different ways for the refrigerator to instantiate the property of containing milk, that one rather than the other is involved.


Here, as elsewhere in discussing the relations between epistemology and cognition, it is important to distinguish claims about the rational structure of epistemic justification from claims about the causal structure of actual transitions between mental states.  Sam indeed may, more or less instantaneously and unreflectively, form the belief that there is a carton of milk in the refrigerator.  He may be in no way disposed to consider the possibility that there are other ways for milk to be inside.  Nonetheless, his understanding of Margaret’s utterance alone will justify him in believing neither that there is a carton of milk in the refrigerator, nor that Margaret is trying to get it across to him that there is.


To accept the view I endorse leaves one free to recognize broader notions of verbal communication and understanding.  If we employ these broader notions it may well be true to say that communication between Sam and Margaret has failed—that Sam has failed to understand Margaret when she uttered ‘There’s milk in the refrigerator’—if he does not recognize that she is trying to call his attention to the presence of a milk puddle, as opposed to a carton.  We often colloquially employ these broader notions, while rarely employing the stricter notions I have been trying to isolate.
  The broader notions are germane to describing the richly textured connections between linguistic competence—and thus understanding in my narrower sense—and further cognition and action.  But treating linguistic understanding as subserved by modular cognitive processes renders viable the narrower notions I have been discussing.  Given modularity, we need to constrain the information exploited in linguistic processing.  We need to constrain the contents of the mental states into which speakers enter when hearing and understanding utterances, and this will shape our account of the information transmitted in linguistic communication and epistemically supported by testimony.


In the next section I will apply the account of understanding I have sketched and the distinctions I have drawn by criticizing an account of linguistic content recently proposed by Marga Reimer (2002).

5.
Reimer’s Two Levels of Meaning


Reimer is concerned with the prima facie threat to semantic compositionality posed by the behavior of attributive adjectives in such contexts as the following:

(5a)
I prefer the taste of red apples to the taste of green apples.

(5b)
Red watermelon is so refreshing.

(6a)
Fred wore a really nice tie to his wedding.

(6b)
My brother is a nice person.

(7a)
I never really was a good student.

(7b)
I like to think that I’m a pretty good person though.

Reimer holds that the “contents” of the italicized phrases in each pair differ in ways that are undetermined by their linguistic meanings.  To frame this observation Reimer invokes a distinction between L-meaning and C-meaning:

Roughly, L-meaning is conventional meaning, where the conventional meaning of an expression is the sort of meaning that a lexicographer compiling a dictionary attempts to capture, one based on standard use within a given linguistic community.  C-meaning (again, roughly) is content, where the content of an expression is its contribution to the proposition expressed (to what is said) by an utterance of the sentence in which it occurs. (2002, 188)

Reimer thinks that the content of ‘red apples’ in (5a) is roughly apples that are red-skinned, whereas that of ‘red watermelon’ in (5b) is roughly watermelon that has red pulp; that of ‘nice tie’ in (6a) is tie that is attractive, while that of ‘nice person’ in (6b) is person who is kind and thoughtful; that of ‘good student’ in (7a) is student who does well in his/her courses, while that of ‘good person’ in (7b) is person who ‘does the right thing’.
  But these purported facts, it appears, cannot be accounted for in terms of composing the lexical meanings of the adjectives and nouns in each phrase.  Reimer therefore proposes to distinguish the L-meaning of each phrase from its C-meaning; the former is indeed composed from the L-meanings (in this case, lexical meanings) of its phrasal constituents, while the latter is composed from those constituents’ C-meanings.  L-meanings are standing meanings, brought by their bearers into every linguistic environment and borne in every context of utterance.  C-meanings, by contrast, determine “contextually sensitive conditions, both necessary and sufficient, for the applicability of [the adjective] to [the noun].”
  That these conditions are contextually sensitive is apparent, Reimer argues, from the fact that ‘red apples’ could, in a suitable context, have the C-meaning apples with red interiors.  But on this account, compositionality stands intact.  C-meanings are compositional,
 their context-sensitivity being traceable to that of lexical C-meanings.

5.1.
Two initial difficulties


To set the stage for my principal criticism of Reimer’s account, I will in this subsection note two difficulties in reconciling the compositionality of C-meanings with their context dependence.  I will then, in the next subsection, discuss Reimer’s reasons for denying that speakers grasp phrasal L-meanings.  This will enable me, in §6, to contrast Reimer’s view with my own, which rejects the bifurcation of meaning and proposes to relegate matters of C-meaning to para-semantic status.


The first problem in reconciling the compositionality of C-meanings with their context-dependence concerns their combinatorial properties.  Is ‘red’s “red-skinned” C-meaning capable of composition with the appropriate C-meanings of other expressions? Perhaps ‘pear’ has a C-meaning that will compose appropriately.  But now consider ‘rock’.  Perhaps ‘red rock’ could, in an appropriate context, C-mean rock that is red on its surface.  Does ‘red’ have the same C-meaning here as it does in the relevant sense of ‘red apples’? One may take different views, it seems.  Perhaps it could, if the “red-skinned” sense is in fact something more general, e.g., red on its surface.
  On the other hand, ascending to greater generality may be unnecessary.  We might take C-meanings to compose freely (respecting constraints on semantic types, of course), although composition sometimes yields odd C-meanings like rock that is red-skinned (applying, presumably, to nothing).  Or we might impose stricter constraints on composition, constraints that entail, among other things, that the “red-skinned” C-meaning cannot compose with any C-meaning of ‘rock’.  It strikes me as an open question whether a full set of such compositional constraints on ‘red’s C-meaning is forthcoming.  And, even if it were forthcoming, to label those constraints as “semantic” would require supposing that all the information they encode about the ways in which redness may be instantiated—information about the metaphysics of redness—is deployed by the mechanisms that subserve the comprehension of uttered sentences.


The second problem concerns the traceability of shifts in the C-meanings of complex phrases to shifts in the C-meanings of their constituents.  For instance, if ‘red apples’ can C-mean apples that are red-skinned in one context and apples with red interiors in another, is it plausible to think that the difference is due to shifts in the C-meanings of either ‘apples’ or ‘red’? Suppose that the difference is traceable to a difference in the C-meaning of ‘red’.  Suppose, for simplicity, that ‘apples’ C-means apples in every context.  Then it would be necessary for ‘red’ to C-mean red-skinned, or red on the surface, in one context, and to C-mean red on the interior in the other.  There is certainly no intuitive sense that ‘red’ could have these meanings.
  It is even less plausible that the difference could be due to shifts in the C-meaning of ‘apples’.  Apparently, to take this view would be to maintain that, in the first context, ‘apples’ C-means apple surfaces, while in the second it C-means apple interiors.  This view is arguably less plausible than the first.  So the bifurcation of (compositionally determined) levels of meaning faces a problem of motivation.  Does the postulation of C-meanings—and hence the proliferation of C-meanings for individual lexemes—enjoy any support independent from its capacity to explain the purported fact that the contents of A–N phrases are contextually variable?

5.2.
Reimer on compositionality


Reimer’s insistence upon the compositionality of C-meaning stems from how she conceives of the productivity of understanding.  She casts a jaundiced eye upon the thesis that understanding an utterance presupposes understanding the sentence-type tokened in making the utterance:

…[I]t seems doubtful that there is any substantive sense in which, as speakers of the language (rather than as theorists of the language) we routinely understand, grasp, or “entertain” compositionally determined [meanings of] sentence types, where these are thought of as being composed out of (inter alia) reference-determining rules of the sort associated with indexical expressions….  I am not denying that speakers (in some sense) “grasp” the linguistic meanings of the individual expressions comprising the uttered sentences.  I am denying that, in addition to grasping these linguistic meanings, speakers also grasp their concatenation—the sentence types themselves.  The hypothesis [that] sentence types are grasped in understanding particular utterances of sentences contributes nothing to an explanation of the understanding of the utterances themselves. (2002, 186)

Reimer takes the principle of semantic compositionality to offer, in the first instance, an explanation of the productivity manifested in our understanding of utterances, not (primarily) in our grasp of linguistic meaning.  Whether any explanatory benefit accrues to treating L-meaning as compositional depends on whether there is a suitable sense of “productivity” in the grasp of phrasal L-meanings that is presupposed by linguistic competence.


Yet the putative explanatory priority of utterance understanding is consistent with the assumption that grasp of phrasal L-meanings is in fact productive; it does not, by itself, require denying that phrasal L-meanings are compositional.  Why, then, does Reimer deny that grasp of the linguistic meanings of sentences is presupposed by linguistic competence? Speakers, she says, do not “entertain” the L-meanings of sentence types, though perhaps semantic theorists do.  Perhaps this means that it is not constitutive of a speaker’s linguistic competence that concepts of phrasal L-meanings should occur in the contents of his propositional attitudes.  But why would Reimer believe this? Perhaps she thinks that there is no warrant for supposing that speakers consciously, or explicitly, entertain such contents, in addition to the contents delivered by grasping the C-meanings of utterances—that such contents lack psychological reality.  But to argue against their psychological reality on those grounds is problematic.  On one familiar “cognitivist” conception of linguistic competence—one that I favor (see §2)—there is a wide range of propositional attitudes we impute to the speaker that capture the information deployed by the cognitive systems that constitute his language faculty, and not all of the propositional contents thus imputed need, in any intuitive sense, be “consciously available” to the speaker.  Perhaps Reimer is prepared to argue against the plausibility, or even the intelligibility, of such imputations; the very idea of sub-personal propositional attitudes has, after all, occasioned much discomfort among philosophers.  But if her refusal to countenance compositionally determined L-meanings rests upon qualms of this kind, it is important to make those qualms explicit.

6.
Underdetermination and What is Said


I, like Reimer, assume that utterance understanding is productive, and that any adequate explanation of that fact will presuppose semantic compositionality.  But I think that Reimer’s case for postulating a contextually determined level of C-meaning for A–N phrases is unpersuasive, for I deny her assumption that those phrases’ linguistic meanings underdetermine their contributions to the truth conditions of sentences containing them.
  But what, exactly, am I denying? What, in other words, does “underdetermine” mean here?

6.1.
Weak and strong underdetermination


One standard sense of “semantic underdetermination,” or “semantic indeterminacy,” is operative in Sperber and Wilson (1986), Bach (1994), Recanati (2001), Bezuidenhout (2002), and elsewhere.  It is worthwhile to distinguish weak and strong senses of underdetermination:

Weak Underdetermination The linguistic meaning of an expression e weakly underdetermines its truth-conditional content if and only if, for every utterance context c, some provision of information by c is required to fix e’s contribution to truth conditions in c.

Strong Underdetermination The linguistic meaning of an expression e strongly underdetermines its truth-conditional content if and only if, for every utterance context c, some provision of information by c not triggered or mandated by features of e’s semantically relevant structure is required to fix e’s contribution to truth conditions in c.
,

(Note that, as I have defined them, strong underdetermination subsumes weak underdetermination.) That sentence meaning may weakly underdetermine truth-conditional content is widely accepted.  It is evinced, for example, by the familiar indexicals ‘I’, ‘here’, ‘she’, etc.  Capturing the dependence of their truth-conditional interpretation upon context, though difficult, does not seem impossible in principle.


Claims of strong underdetermination come in a variety of forms.  For instance, those who believe in “unarticulated constituents” of truth-conditional content maintain that for certain sentences S, the contextual contribution to S’s truth conditions includes the provision of elements that, to put it picturesquely, could be conceived as the semantic values of elements in some more “expansive” semantic structure than the one actually borne by S—possibly, if one believes in such things, the structure of the proposition expressed by S in context.  To take John Perry’s example, it is natural to think that ‘It’s raining’, as uttered with the intention to speak of Palo Alto, is true just in case it is raining in Palo Alto.  But, Perry claims, the actual semantic structure of ‘It’s raining’ contains no element taking a location as its semantic value.


Kent Bach’s notion of (strong) semantic underdetermination is somewhat broader, as is suggested by the following putative cases:

(8)

Gentlemen prefer blondes.  [to brunettes]

(9)

Tipper is ready.  [to dance]

(10)
Al has finished.  [speaking]

(11)
Even cowgirls sing the blues.  [in addition to cowboys]

(12)
I will also study linguistics.

(13)
She has taken enough from you.

(14)
Peter’s bat is grey.

What all the sentences in this apparently heterogeneous collection have in common, according to Bach, is that utterances of each will typically communicate propositional contents containing “conceptual material” that is only implicit, but whose provision is nevertheless required for those utterances to express truth-evaluable contents.  The bracketed phrases, added by Bach, express the implicit conceptual material that utterances of (8)​–(11) might carry in appropriate contexts.  (12), similarly, might express that I will study linguistics in addition to philosophy.  ‘Taken’ in (13), Bach thinks, is semantically non-specific; in appropriate contexts it might mean suffered, appropriated, received, tolerated, etc.  He holds that ‘Peter’s bat’ in (14) is also semantically non-specific; it might mean the bat Peter owns, the bat Peter is using, the bat Peter wants, etc.


If Bach is correct, these cases exemplify strong underdetermination because the contextual provision of the implicit conceptual material is not linguistically mandated.  It would therefore be wrong to treat them as cases of weak underdetermination by offering grammatical explanations in terms of ellipsis (as might be contemplated for ( 9) and (10), for instance), or indexicality (as has been proposed for such genitive constructions as ‘Peter’s bat’ in (14)), or (in (8)–(12)) the lexical properties of ‘prefer’, ‘ready’, ‘finish’, ‘even’, and ‘also’, respectively, as some accounts would have it.
,
  Bach maintains that the contents determined by these sentences’ grammatical properties, even when all linguistically mandated contextual information is taken into account, are propositionally incomplete; those contents fail to determine truth conditions.


Now, the sort of strong underdetermination at issue in Reimer’s discussion is more akin to Bach’s notion of “underdetermination at the conceptual level” than to the narrower notion of unarticulated constituency.  It is most closely connected, in fact, with the sort of context dependence Bach discerns in (13) and (14): semantic non-specificity.  Reimer’s examples purport to illustrate the context dependence of application conditions borne by A–N phrases in context.  It is only in an extremely stretched sense, I think, that we might say that such phrases’ application conditions, or their conceptual contents, are “unarticulated constituents” of the truth conditions of sentences containing those phrases.
  But the idea that various sorts of  words and phrases are semantically general has had its supporters both in linguistics and in philosophy.


Yet I am doubtful that any of the examples I have discussed illustrates a genuine type of strong underdetermination.  Speakers presumably know that what makes a tie nice is typically different from what makes a person nice, just as they know that what makes a student new (viz., recent enrollment at a place of study) is typically different from what makes a priest new (viz., recent ordination).  But the former case no more manifests a variation in the truth-conditional content of ‘nice’ than does the latter in the truth-conditional content of ‘new’.  This additional information—additional, that is to say, to the lexical content of ‘nice’ and ‘new’—is para-semantic.


I cannot discuss Bach’s examples in anything like the detail they deserve.  Here I will only note that it is questionable whether any uniform phenomenon—syntactic, semantic, or pragmatic—has been isolated.  (13) and (14) strike me as candidates for para-semantic explanation.  But what is notable about the others is that the elided phrases belong to syntactic categories that seem to be lexically marked by ‘prefer’, ‘ready’, etc.  Given a suitably broad notion of a linguistic “mandate,” we might say that the lexical meanings of these words mandates the contextual recovery of these unexpressed categories’ truth-conditional content.
  We could then reckon the underdetermination they manifest as weak, not strong.


In Bach’s and Reimer’s discussions, as in that of most philosophers who endorse strong underdetermination theses, the notion of “what is said”—the content explicitly (or, as Bach allows, implicitly) expressed by an utterance—lies close to the surface.  I will therefore close this section with a few remarks about the relation between the conception of semantics and understanding I have advocated here and the notion of what is said.

6.2.
What is said


I said above, in §4, that hearing an utterance of a sentence one understands can justify one in believing that one’s interlocutor said that p, for a suitable content p.  I do not claim that understanding the utterance—or, if this is different, understanding the uttered sentence
—consists in believing that the speaker made an assertion with the content that p.  I claim only that entering into the state of understanding the utterance confers justification for forming such a belief.  (The terminology may confuse, since understanding is often taken to be a dispositional notion.  If a neologism is wanted, I might say: the state of perceiving an utterance with understanding gives one justification for believing that one’s interlocutor said that p, for a suitable content p.) This is, moreover, constitutive of grasping the semantic content of an uttered sentence.


Some philosophers have expressed doubts about such constitutive claims.  Herman Cappelen and Ernie Lepore (1997), for instance, reject any constraint on a semantic theory for a language L according to which, for each appropriate sentence of L, the theory must specify what a speaker of L says in uttering it, in some pre-theoretic sense of “says.” Their argument rests upon the observation that ordinary indirect speech reports often fail drastically to capture or reflect the meanings of the sentences used by the original speaker.  They note, for instance, that acceptable indirect speech reports often offer more or less loose paraphrases of the original utterances.


Now my view ties the relevant notion of saying to the linguistically determined truth condition of the uttered sentence; it is therefore a relatively technical notion.  But it is a notion with an important epistemic property—namely, that the content of “what is said” in this sense is semantically basic, in the terminology I used above.  It therefore has a central place in an account of the epistemology of our ordinary linguistic commerce with each other.


Other philosophers have taken a different view, maintaining that the truth condition of an utterance corresponds, in François Recanati’s words, to “the content of the statement as the participants in the conversation themselves would gloss it.” Recanati argues that, because saying is a variety of Gricean “non-natural meaning,” the content of an utterance “must be open to public view.” This is the basis of his “Availability Principle,” which states that “‘what is said’ must be analysed in conformity to the intuitions shared by those who fully understand the utterance—typically the speaker and the hearer, in a normal conversational setting.”
  The twist is that Recanati takes the intuitive truth conditions of utterances to be in many cases strongly underdetermined by the linguistic meanings of the uttered sentences.  His view therefore severs the kind of connection between linguistic meaning and what is said that is central to my account.


One reason for my insistence upon a close determinational link between linguistic meaning and what is said is that it contributes centrally to an explanation of how content is transmissible across conversational chains.
  I will call these transmissive links to distinguish them from those forged in communication in the broader sense discussed above.  For example: Sam, in uttering ‘Kumquats are orange’, causes his interlocutor Margaret to entertain the content that kumquats are orange; trusting Sam, later on she addresses an utterance of ‘Kumquats are orange’ to David, causing him to entertain the same content, etc.  The forging of these transmissive links does not require that speaker or hearer have reason to believe anything special about the speech context (beyond, perhaps, each having reason to believe that the other attaches the same meanings to the sentences deployed).  For instance, there are no special features of the utterance context that Margaret should have reason to believe obtain—e.g., that the condition of the skin is relevant to meeting the satisfaction condition of ‘orange’, which on my account is a para-semantic fact—in order for her to know the truth condition of ‘Kumquats are orange’ as uttered by Sam.  In this case, therefore, successful transfer of content does not presuppose that Sam and Margaret believe, or have justification for believing, that any such contextual conditions are met.  If Sam’s utterance fails to establish a transmissive link between him and Margaret, it is not due to their failure jointly to track certain pragmatic features of the utterance context.  Recanati’s account, however, seems to leave open the possibility of just such contextually grounded transmissive failures in cases where there is no linguistically determined context dependence.  This is the price one pays for endorsing “truth-conditional pragmatics.” It is a consequence I think our account of linguistic meaning and communication should avoid.


My view, then, lies between the extremes represented by Cappelen and Lepore’s extrusion of saying from semantics, on the one hand, and Recanati’s contextual-pragmatic liberalism, on the other.
  I maintain that what is said is semantically basic.  It is therefore not strongly underdetermined by the linguistic meaning of the uttered sentence.  I also believe that what is said does play a central role in our account of language’s interpersonal function of information transmission.  What is said is, then, “available” to speakers, since, modulo linguistically determined context dependence, truth conditional content is directly encoded in language.  But this does not imply that what is said is given by the sorts of informal conversational glosses whose authority Recanati enshrines in his Availability Principle.

7.
Para-Semantic Context Dependence


I now want to confront the question I deferred in §3: Does the existence of Travis cases threaten the assumption that meaning determines satisfaction conditions?


I want to emphasize at the outset that I have not offered anything like a set of criteria for identifying genuine Travis cases.  This is in accordance with my primary aim in this paper, which has been merely to suggest a way to accommodate their existence in a manner that does not threaten referential semantics.  There remains room, in particular cases, for debate over their proper treatment—pragmatic (in terms of implicature), semantic (in terms of lexically determined parameters), or para-semantic.


Indeed, some apparent Travis cases may well be explicable in terms of semantic context dependence, as I discussed in §2.1.  According to Graff’s theory, it is a trait of gradable adjectives generally that their lexical meanings induce context dependence.  Szabó’s account liberalizes this approach, arguing that the lexical meanings of color adjectives like ‘green’ and scalar evaluative adjectives like ‘simple’ are multiply parametric.  He suggests that an object x satisfies ‘green’ only relative to the provision of a comparison class and a part of x, while an object x satisfies ‘simple’ only relative to the provision of a class with respect to which x counts as simple (e.g., crossword puzzles or math problems) and a class from whose perspective x counts as simple (e.g., mathematical novices vs. experts).
  One important question here is whether the sorts of intuitions about truth that Szabó exploits to motivate his account of various sorts of adjectives would in fact, if exploited to their fullest extent, lead to an absurd explosion of putatively linguistically determined parameters for each adjective.
  If so, we would need to find another way to understand how the context dependence could be linguistically controlled.


Other putative Travis cases seem better explained in terms of a pragmatic notion of “speaking loosely,” Austin’s ‘France is hexagonal’ being a familiar candidate.
  The treatment of still other cases, e.g., ‘There’s milk in the refrigerator’ (cf. §4.2 above), might plausibly involve recourse to implicature.  There is certainly no reason to think that the pressures of systematic semantic theorizing cannot trump one’s casual (philosophical) judgments about whether certain sorts of Travis cases are constructible.


But let us suppose, for the sake of discussion, that Travis cases are constructible for ‘blue’.  Now recall the problem I described in §3.1.  If the contextual difference involves no change in ‘blue’’s satisfaction condition, then it must be that different ways of meeting that satisfaction condition can be privileged in different contexts.  I have already noted one prima facie difficulty facing this conclusion: it is that para-semantic information seems crucial in integrating linguistic understanding with cognition and action.  Competent speakers certainly seem to be able to track contextual differences, and their capacity to do so is reflected in their behavior.  I even suggested above, in §4.2, that whether one is justified in basing further action or cognition upon one’s acceptance of the content determined by an utterance of ‘It’s blue’ can depend upon one’s justification for believing that it is in one way, rather than another, that the object spoken of meets ‘blue’’s satisfaction condition.  All this seems too closely bound up with linguistic understanding to be extruded from semantics in the way I have proposed.


Here I find myself in agreement with many advocates of referential pragmatics.  A theory of semantic competence alone does not offer a complete and explicit account of language’s integration with cognition and action.  This, I suppose, is more or less an unavoidable consequence of conceiving of the architecture of the language faculty—semantic component included—as more or less modular.  My principal difference with the advocates of referential pragmatics concerns whether, in addition, we should think that truth and satisfaction conditions are non-linguistically determined.


To treat the context dependence manifested by Travis cases as para-semantic, however, raises another, perhaps deeper question: What sort of context dependence could it be, if not semantic? What is it that Travis cases show to depend upon context?

7.1.
Object language and metalanguage


Cappelen and Lepore (n.d.) note that nothing in the description of Travis cases seems to presuppose that, in any context, homophonic T-sentences like (1)–(3) above are false.  To put it another way, it is no requirement on the construction of a Travis case for, e.g., ‘blue’, that we suppose there to exist an utterance context c and an object o such that ‘blue’ determines a certain satisfaction condition in c which is met by o even though o isn’t blue; nor, similarly, must we suppose that there are a c( and an o(  such that ‘blue’ determines a certain satisfaction condition in c(  which o(  fails to meet even though o(  is blue.  This fact by itself could be taken to suggest that there is no context dependence in these lexemes and phrases after all.


This doesn’t immediately follow.  Anyone who, like Travis, takes truth-conditional context dependence to be a pervasive feature of language would feel free to explain the fixed truth of homophonic T-sentences by assuming that the metalanguage itself is context dependent.  To take this view could encourage the thought that there are necessary limitations built into using language to make the functioning of language explicit.  To assume context dependence in the metalanguage would be to presuppose, and not to explicate, the richly textured abilities upon which linguistic understanding depends.


The problem with this line of thought is that it offers no reason to think that the context dependence exhibited by Travis cases is linguistic, rather than metaphysical or conceptual (as discussed below).  If not, then the bare appeal to “context dependence” in the semantic metalanguage provides no reason to think that there is a component of semantic competence that truth theories leave unexplained.

7.2.
Metaphysics and cognitive architecture


Perhaps the correct way to think of para-semantic context dependence is in terms of the metaphysics of properties.  To explain Travis cases for, say, ‘blue’ and ‘water’  in terms of para-semantic context dependence would thus be to hold that the metaphysics of the properties of being blue and being water are relational: their supervenience bases encompass more than just the intrinsic properties of the entities to which they attach.


Note, first, the respect in which this differs from mere satisfactional underspecification, in the sense of §3.  In Heim and Kratzer’s example, the truth condition of ‘There is a bag of potatoes in my pantry’ permits latitude in the way the world must be to meet it.  But simply to say that a given truth (or satisfaction) condition c may be met in two different ways w and w( is quite consistent with there being no privileging of w over w( in any context.  Satisfactional underspecification is thus a humdrum phenomenon, a feature of language’s efficiency.  Para-semantic context dependence is more puzzling, its philosophical status less clear.


To say that ‘blue’’s para-semantic context dependence is metaphysical would be to treat being blue as a relation between an object and some factor, or set of factors, pertaining to a context of ‘blue’’s use—e.g., facts about speakers’ and hearers’ cognitive states, their conversational and classificatory purposes, etc.  To treat para-semantic context dependence in this way is to distinguish it sharply from the phenomenon of satisfactional underspecification.  It is to impute a surprising form of relationality to the metaphysics of the properties expressed in the satisfaction conditions of predicates for which we can construct Travis cases.  Notice the difference from an account like Szabó’s, which recognizes no such relativity to practical or classificatory interests in the metaphysics of color properties.  On his account, the (lexically determined) contextual variation concerns the part, or portion, of an object which must bear the property in order to satisfy the color adjective; it is a context independent matter whether the delimited part bears the property.


This construal of para-semantic context dependence is difficult to accept.  How could it be that properties like being blue and being water could incorporate a relativity to language users’ contextually variable practical and classificatory interests? To take this view would be to assimilate these properties to those like being a suitable kitchen knife, or being a big fish—properties for which there is no question of their attaching or failing to attach to an object independently of the ascribers’ practical and classificatory interests.


We might eschew talk of properties and construe para-semantic context dependence as an artifact of cognitive architecture, in terms akin to Chomsky’s talk of the “perspectives” afforded by the lexical properties of human language.
  The idea, to put it very roughly, would be that the phenomenon of context dependence is an effect of the interaction between conceptual structures employed in cognition, on the one hand, and in language use, on the other:

…[T]he semantic properties of the expressions focus attention on selected aspects of the world as it is taken to be by other cognitive systems, and provide intricate and highly specialized perspectives from which to view them, crucially involving human interests and concerns even in the simplest cases.  (2000, 125)

For instance, the lexical properties of ‘London’ provide for the possibility of representing it to cognition both as concrete and as abstract, both as animate and as inanimate (2000, 126).  Intuitions about the metaphysical properties of objects like London become explicable, and correlative puzzlement about the coherence of our ordinary beliefs about them assuaged, when we recognize the influence of lexical structure on how we articulate our thoughts in language.  We might think of the contextual privileging of one specific way of meeting a word’s satisfaction condition as a consequence of one specific mode of conceptual classification, operative in the context.  We could even agree with Chomsky that the possibilities for different modes of conceptual classification are determined by the lexical properties of words (and even determined largely independently of experience), while denying that any of this casts a shadow over referential semantics.  Obviously, much more work is necessary to enrich these remarks into a viable position.

7.3.
Conclusion


Linguistic meaning occupies an important intermediate position between cognition and the world.  Language both presents content to thought and depicts the world; it is both an input system and a representational system.  Advocates of referential pragmatics urge that we elide the distinction between semantics and pragmatics; but in so doing, I think that they fail to give due weight to the importance of the stability of semantic content.  It is a crucial component in the explanation of the cognitive and epistemic properties of linguistic understanding.
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Notes





� Austin (1975)’s observations afforded an early glimpse of the richness and complexity in the variety of types of speech act speakers routinely perform.





� Cf. Chomsky (2000), especially pp. 127–8.





� Such an expression cannot be understood as a so-called “automatic” indexical, since there is no rule that determines its referential content in any arbitrary context.  Nor is it clear that we can treat the context dependence in question in terms of the contextual provision of a value to a variable present at LF.  I return to this latter point in §7.





� Among those who maintain that a wide variety of linguistic expressions, in a wide variety of categories, have only a referential pragmatics, are Atlas (1989); Bach (1994); Bezuidenhout (2002); Chomsky (2000); Moravcsik (1998); Recanati (1993); Reimer (2002); Sperber and Wilson (1986); Travis (1981), (1985), (1989), (1997), and (2000); and many others.  For all their various differences, each of these authors has endorsed a “lexical underdetermination” thesis for expressions not normally recognized as semantically indexical.





� For Chomsky, linguistic representations are not relationally individuated; they are not to be understood as representations of anything.





� I will return, in §7, to Chomsky’s talk of lexical meaning as yielding “perspectives” on the world.





� This description presupposes that truth conditions are indexed to parameters—e.g., to times or to possible worlds.  Otherwise it would make no sense to say that the satisfaction of a truth condition could turn to failure in virtue of a (temporal, counterfactual, etc.) “change in things.” In this paper I will presuppose that there is no incoherence in treating truth conditions as so indexed.





� This is a problematic application of Graff’s account.  Notice, for instance, that the property of being a newly machined knife fails to capture the intuitive meaning of ‘sharp’ as used in the second utterance.  The point that Jones is trying to get across is not that the knife fails to exceed, to a significant extent, the relevant norm of sharpness for newly machined knives.  Rather, it is that the knife fails to meet that norm.


	In any case, my purpose is expository.  It is to illustrate how the postulation of richer structure in the semantics of an expression can underwrite a theory that posits covert context dependence in the determination of that expression’s satisfaction conditions.





� Focal texts include Travis (1981), (1985), (1989), (1997), and (2000).





� I say more about “intrinsic” properties in the discussion to follow.  See also §7.





� I say more about the notion of “linguistically mandated” shifts in application and truth conditions below, in §6.





� See section 6 of Travis (1997) for a defense of the view that the semantic properties of language and thought are pervasively non-intrinsic, hence “perspectival”.





� Atlas (1989), ch. 2, discusses such issues at length.





� Here I prescind from numerous irrelevant complications.  I ignore the complexities introduced in accounting for the semantic behavior of verb tenses and indexicals, just as I ignore the fact that, on my preferred truth-theoretic treatment, it is phrase markers at LF for which the theory derives truth conditions.





� Kaplan (1989) and Higginbotham (1988) usefully discuss this distinction.





� It is doubtful, of course, whether plausible externalist accounts of the reference of ‘water’ would require that it be chemically pure H2O to which the word bears its reference-constituting relations.  Indeed, one reason to think so derives from the natural pre-theoretic judgment that few uses of ‘water’ do refer to chemically pure samples of H2O.  I do not intend to suggest that meta-semantic accounts of reference and semantic theories bear no relation to each other; it is no part of my view that theorizing in one domain may proceed entirely unconstrained by theorizing in the other.  But I do want to urge the methodological importance, for semantic theory, of keeping questions of referential content distinct from questions of metaphysical structure.





� My understanding of this notion, particularly in its connection with semantics, derives from James Higginbotham.  See his (1986), (1988a), and (1988b), among other writings, for illuminating discussion and defense of truth-conditional semantics as the theory of an aspect of the design of human language.





� For extended arguments for the view that truth conditions are no more than such interaction effects, see Pietroski (MS) and McGilvray (1998).  Their arguments owe much to Chomsky.  Travis’s conception of the relation between meaning and truth conditions is recognizably a version of this picture.





� I speak here and elsewhere in the paper of the understanding of utterances, though that part of the process in which I am interested concerns, so to speak, the chain of events that begins with the reception of auditory input and culminates in the derivation of a linguistic structure by the processing mechanisms mentioned below.  Roughly, utterance understanding stands to this process as seeing a tomato stands to the computation of a visual representation from retinal irradiations as input.





� Chomsky (2000) contains his views on I-language, expressed from the standpoint of the “minimalist program” in generative grammar.  Radford (1997) offers a useful introduction to minimalist syntax.





� See Fodor (1983).  Fodor (2000) contains a recent discussion of the extent to which cognitive capacities are to be understood as modular.





� It is a difficult and perplexing matter to explain the relation between what is “presented” to me when I understand an utterance, in my intentionally informal sense, and the lexical, structural, phonological, and semantic properties my psychological mechanisms derive from the acoustic input.  The puzzle is an instance of the more general question of how to relate sub-personal cognitive processes to the capacities and aptitudes of the person.  Similar questions arise, for instance, in relating the computational mechanisms that subserve vision to what is visually presented to the viewer.





� The example comes from Higginbotham (1988a).





� Jerry Fodor and Ernie Lepore have vigorously criticized various semantic frameworks that postulate complex lexical entries.  See, for example, Fodor (1998), Fodor and Lepore (1998), and Fodor and Lepore (1999).





� The idea is that different cognitive systems employ different schemes of conceptual classification.  To take another example from Chomsky: I may represent a situation, in my thought, as one in which a house’s exterior has been painted brown, though my linguistic classification of that situation is in terms of the sentence ‘The house is painted brown’.





� Gareth Evans (1982) and Richard Heck (1995) emphasize language’s central role in mediating the transmission of knowledge in communication.  Ernest Lepore (1983) argues that it is a central aim of semantic theory, one for which a truth-conditional conception is well suited, to explain how one’s understanding of an utterance, grounded in one’s specifically linguistic knowledge, can contribute to justifying one in believing certain things to be true about the world.





� For a useful discussion of modest foundationalism about perceptual justification, see Pryor (2000).


	It has often been thought that linguistic perception and visual perception differ in an important epistemic respect.  For, whereas it is plausible to hold that, for certain contents p, having a visual experience as of p confers a default, prima facie warrant for accepting p as true—a type of warrant that does not rest on one’s having warrant for accepting any other content as true—it can seem that merely hearing an assertion that p confers no warrant for accepting it as true that does not rest on one’s having warrant for accepting such things as that the speaker speaks the same language, is being honest, has good reason for believing what she says, etc.  Lepore (op. cit.), for instance, leaves this possibility open.  But I am inclined, like Tyler Burge and others, to the view that to hear and understand an assertive utterance of a sentence in one’s language is to enter a state that confers a default, prima facie justification for believing the content expressed in the assertion.  (For Burge’s views, see his (1993).)





� Illocutionary force plays a crucial role here as well.  Not just any speech act with the content p can give its audience justification for accepting p as true; it has to be made with the appropriate (assertoric) force.  It is an important and difficult question for an account of the sort that I advocate whether the requisite notion of force is plausibly the object of detection by a cognitive mechanism.  For a thorough discussion and defense of the account of testimony that I have been exploring here, according to which speakers are endowed with an informationally encapsulated assertoric-force detection mechanism, see Michael Rescorla (n.d.).





� Much needs to be said about what it is for perceptual and linguistic mechanisms to produce experiences “as presenting the contents they do.” On one view, the representational contents of perceptual experiences are intrinsic; content enters into their individuation conditions.  An analogous view is possible for linguistic experiences: it is intrinsic to the experience of hearing an utterance of a sentence one understands that one hears it as meaning (or as true if and only if) p, for some suitable content p.  This would be explicable on the assumption that the cognitive mechanisms that enter into the perception of an utterance include the computation of a truth condition (in addition to syntactic parsing, for instance).





� These broader notions, and the notion of para-semantic content, are arguably indispensable to an account of the rationality of linguistic action.  To depict Margaret’s utterance of ‘There’s milk in the refrigerator’ as a rational action—one that she takes to subserve her aims relative to her beliefs—we may need to take into account the fact that she intended to call Sam’s attention to the puddle in the refrigerator.  We might even maintain that, in uttering that sentence, Margaret implicated her belief that a puddle of milk is to be found inside the refrigerator.  (“Implicature” in this sense is not necessarily to be explained in terms of Margaret’s communicative intentions.  Rather, I am using the term in the way proposed by Richard Heck (n.d.), according to which implicatures are those beliefs of the speaker whose existence is supported by a reasonable abductive inference from the fact that the speaker uttered a particular sentence to say a particular thing.)





� See Reimer (2002), pp. 187 ff., for discussion of these and other examples.





� Ibid., p. 187.





� Ibid., p. 189.  This is Reimer’s characterization of what C-meanings do.  Presumably, by “applicability” Reimer means the applicability of the adjective to the referent of the noun.





� Reimer apparently takes no official stand on whether L-meanings are compositional.  She suggests, indeed, that the thesis of the compositionality of L-meaning is explanatorily otiose, given the compositionality of C-meanings.  I discuss the issue below in §5.2.





� Reimer appears to remain neutral here.  She writes, concerning (5a): “Alternatively, the C-meaning might be characterized as: red-skinned apples, apples that are red on the outside, apples with red exteriors, etc.” (Ibid., p. 189).  Presumably, though, choices must be made.  An object can, e.g., have a red exterior without having a red skin (if it has no skin at all, for instance, like a rock).  Either propositional content is in this respect indeterminate, with nothing to determine which of these C-meanings ‘red apples’ bears in the imagined context, or it is determinate, in which case we must squarely face the issue of compositionality and give a principled answer to the question: What is ‘red’s C-meaning?





� This claim is partly stipulative, as any proposal about what to label “semantic” must be, given the diversity of views.  It rests upon my proposal to conceive of semantic information as encapsulated information.  See §4.





� In making this point I specifically prescind from invoking Reimer’s L-meaning/C-meaning distinction.





� Reimer grants that speakers grasp the L-meanings of “individual expressions,” presumably lexemes.





� I discuss the prospects for a sub-personal conception of semantic knowledge in another paper.





� I have dwelt upon ‘red’, in the foregoing discussion, to the exclusion of Reimer’s other examples.  This is because I have intended to suppress a certain complication, namely, that the meanings of certain adjectives are plausibly parametric.  It is tempting to think that this is true of ‘good’, for instance.  There is some plausibility in the idea that one hears ‘He’s good’ as semantically incomplete unless a standard of comparison has been somehow made salient.  When to reckon a lexical item’s semantics as parametric, and when to relegate apparent relativity to para-semantic status, is an important and difficult methodological question.  My account is consistent with semantic parametrization, though it does enjoin caution in what is to be taken as evidence for its existence.  For example, if my account is correct, the fact that an apple can be red in virtue of the color of its skin while a watermelon can be red in virtue of the color of its pulp does not constitute evidence that ‘red’ is semantically parametric.





� I intend these descriptions to be as neutral as possible.  In particular, I intend them to remain neutral between various philosophical theories of context, such as index theories, which characterize contexts as collections of features that set the values of linguistic parameters, and presupposition theories, which treat contexts as sets of propositions presupposed as true by the participants in a linguistic interchange.  (For discussion of the difference between such theories, see Glanzberg (2002).  My descriptions are inspired by King and Stanley’s distinction between weak and strong pragmatic effects on truth-conditional content.  (See King and Stanley (n.d.).)





� I should note that the notion of a linguistic “trigger,” or “mandate,” can be understood in a number of ways.  It might be taken metaphysically: the idea would be that among the factors that play a role in fixing the truth-conditional content of an uttered sentence are such linguistically mandated conditions as that ‘I’ requires that its semantic value be the utterer, that ‘he’ requires that its semantic value be male (at least for the utterance to be felicitous) and in some way salient, etc.  It could also be taken cognitively or epistemically: the idea would then be that among the cues that would play a role in the way a hearer ascertains, or in the justification of his beliefs about, the content of the uttered sentence are such linguistic triggers as that the semantic value of ‘I’ is to be the utterer, etc.  Though the relations between these construals deserve extended investigation, I will assume along with most writers that it is the metaphysical version that is relevant here.





� One proposal I find attractive is Higginbotham (1988a)’s version of Tyler Burge’s idea that the interpretive T-sentences of a semantic theory should be cast in a conditionalized normal form.  The idea (roughly put) is that, for each linguistic element e whose semantic value is fixed contextually, a clause appearing in the antecedent of the relevant T-sentences specifies the linguistically determined constraints on the semantic value e may bear in context.  Higginbotham offers the following example:


If x is referred to by she in the course of an utterance of [She is lazy], and x is female, then that utterance is true just in case lazy(x). (1988a, 35)


� See Perry (1986) for discussion of this example.





� See Bach (1994) for discussion of these examples.





� Bach considers and rejects invoking ellipsis and indexicality to explain these cases; see (1994), p. 131–33.  He does not consider explanations that invoke the lexical properties of ‘prefer’ ‘ready’, etc.





� Note, incidentally, that the sort of context dependence manifested by (11) and (12) does not appear to be truth-conditional.  This is because the meanings of ‘even’ and ‘also’ appear to be entirely presuppositional.  On one attractive analysis, their meanings operate on the contrast sets contextually associated with particular constituents (typically those that are focused) and thereby contribute to determining something like the felicity conditions of the utterance of the sentences containing them.  Similar remarks would apply, I think, to the semantic contribution of ‘too’ in ‘I love you too’ (Bach (1994), p. 129).  And such accounts have been applied to explain the truth-conditionally relevant context dependence of sentences containing such words as ‘prefer’ and ‘only’ (as in, e.g., ‘Only the house was visible from the trees’, discussed in Glanzberg (2002)).





� It is worth noting that some philosophers who believe that linguistic meaning strongly underdetermines propositional content would have prima facie reason to deny that any cases of strong underdetermination are to be understood in terms of unarticulated constituency.  Travis (2000), for instance, is devoted to attacking the entire enterprise of attempting to explain linguistic and mental representation in terms of structured representational items (including linguistic representations at a designated level like LF, mental structures in a language of thought, or mind- and language-independent entities like Russellian propositions).  It is unclear whether any room would then remain for a substantial notion of propositional “constituency.”





� Among linguistic semanticists, Ruth Kempson has defended a version of the semantic generality thesis; see, e.g., Kempson (1986).  Atlas (1989) has also argued that many natural-language sentences are “sense-general” in a way that is inconsistent with the supposition that their semantic structure can be understood in terms of a Davidsonian notion of logical form.





� Developing a suitably general notion of a linguistic “trigger” or “mandate” is a task for future work.





� I have been using the phrases “understanding the utterance” and “understanding the uttered sentence” interchangeably.  No doubt there are possible construals of the two notions that entail important differences between them.  But I think that none of these differences matters for my purposes here.





� For instance, I might say to Sam, “I usually sleep until 9:00, but this morning I awoke at 7:00 to get to the airport.” Sam may tell Margaret, “Tony said that he got up early this morning to catch a plane.” Sam’s report seems true, but the embedded clause is not equivalent to my original utterance.





� All quoted passages occur in Recanati (2001), pp. 79–80.





� I take information transmission—at least in cases of utterances of sentences whose semantic structures contain no indexical elements—to enable transitive preservation of content.  In the example to follow, if Sam transmits a content to Margaret in uttering S, and Margaret transmits a content to David in uttering S, then the content David receives from Margaret’s utterance is identical to the content Sam’s utterance transmits to Margaret.





� For a relevance-theoretic perspective on these issues, see Bezuidenhout (1998).   





� It is possible that Cappelen and Lepore would have no quarrel with the view that I am advancing.  Since, as I said above, I am using “say” as a label for a specific, epistemologically distinct type of speech act, it is partly a technical term, and therefore possibly unaffected by the objections they raise to treating the outputs of semantic theories as faithful to “what is said” in the colloquial usages they highlight.





� Op. cit., §5.





� Perhaps, though, in the spirit of Pustejovsky (1995) and Moravcsik (1998), we might suppose that the lexical meanings of adjectives and other expressions contain a sort of generative schema yielding the needed contextual parameters in new linguistic or doxastic contexts.  But please note my qualification “in the spirit of.” For an interesting discussion of the context dependence of lexical meaning, see Moravcsik (ibid.), chapter 2, especially §II.





� See Austin (1975), pp.143 ff. 





� See also McGilvray (1998).





� Peter Ludlow (n.d.) offers an extended discussion of these issues. 





