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Living Without States

An inquiry into the limitations of the concept of state in biology

Yaron Ramati
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1.  The concept of state in natural science

The state is the parametric articulation of reality. It is the way an object or system basically is (Audi 1999, 876). A theory in natural sciences is often presented as a set of differential equations governing how magnitudes of the system change with time, given their values at initial time. The state of the system is the set of initial conditions given in order to solve the differential equations for a unique system. These initial conditions, formulated as mathematical parameters, are named the state variables. 

The received view in physics identifies two general features a state needs to have in order to constitute a theory in natural sciences (Butterfield 1998, 37). First, states need to be intrinsic properties of the system. An external influence emanating from outside the system affects the state of the system, but does not count as part of it. Second, states need to be 'maximal', that is they need to be the logically 'strongest' consistent properties the theory can express; a theory, which assumes that some properties in the system are not articulated in the state, is an indeterministic theory. In such a theory, two identical systems, in terms of their state, could be develop from earlier different states, and can evolve to future different states.

It is the second feature that will be revised in the coming analysis. Through thorough analysis of the concept of state, it will be shown here that the ‘maximality’ of the state of the system can be understand in more than one way. The state of the system can both provide accurate and unique predictions, and be non-exhaustive in its description of the system.

1.1 The state as an intrinsic property 

1.1.1 The principle of inertia in the work of Galileo

The concept of state has been first conceived in the work of Galileo Galilei (1564-1642). Although he did not use this term, Galileo deduced the notion of state from symmetry consideration. Consider the following system: in a symmetrical system of two slopes of angle , a heavy body is released at a height h (fig. 1.1). Using symmetrical considerations one can say that assuming there is no external influence on the system, the heavy body will reach the same height on the opposite side of the [image: image14.wmf]m
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An extrapolation of the above system is a system where the angles of the slopes in the two sides of the symmetry line are different (fig. 1.2). Again, out of symmetry consideration, Galileo concluded that a heavy body released from a certain height h in one side of the system would reach the same height at the other side of the symmetry line. 

A particular case of this model setting is a system where the slope angle  is infinitesimally close to 0. Following the reasoning in the previous system, the heavy body would halt its movement only when it reaches the same height it was released from h. Since there is almost no slope at the other side of the symmetry line, the body is expected to continue its movement endlessly. 

Galileo conceives of this motion as a natural motion, and deduces from it the principle of inertia: Unless it is disturbed, a heavy body will continue in its uniform rectilinear motion endlessly. In Galileo’s own words:  

Furthermore, we may remark that any velocity once imparted to a moving body will be rigidly maintained as long as the external causes of acceleration or retardation are removed… From this it follows that motion along horizontal plane is perpetual; for, if the velocity be uniform, it cannot be diminished or slackened, much less destroyed (Galilei 1638, 215).

Thus, as long as a body in motion is not perturbed by 'external causes', it would continue with its uniform rectilinear motion.

The uniform rectilinear motion of the heavy body in Galileo's system is equivalent to the modern concept of a natural state, and thus requires no causal explanation (Westfall 1972, 184). It is the natural state of the heavy body, since when unperturbed, it does not change its values, that is accelerating or decelerating – a state is a condition of changelessness. It does not require explanation, since "natural states require no causal explanations… A natural state is what would one obtain were no causes operative at all, and hence causes need only be cited in accounting for deviations from natural states" (Cummins 1976, 21). In Galileo’s thought experiments, this would amount to movement of heavy bodies in horizontal plains with no obstructions along the way.  As long as the heavy body continues in the same velocity in rectilinear motion, its state does not change. Causal dynamics refers only to changes in the values of the state variables. The retaining of the state requires no explanation. 

1.1.2 The state as an innate property in the Principia of Newton

In the Principia, Isaac Newton (1642-1727) defined the inertial motion as that which opposes the force acting on a body:

Definition III: The vis insita, or innate force of matter, is a power of resisting, by which every body, as much as in it lies, continues in its present state,
 whether it be of rest, or of moving uniformly forwards in the right line.

This force is always proportional to the body whose force it is and differs nothing from the inactivity of the mass, but in our manner of conceiving it…It is resistance so far as the body, for maintaining its present state, opposes the force impressed; it is impulse so far as the body, by not easily giving way to the impressed force of another, endeavors to change the state of that other. Resistance is usually ascribed to bodies at rest, and impulse to motion; but motion and rest, as commonly conceived, are only relatively distinguished; nor are those bodies always truly at rest, which are commonly taken to be so (Newton 1692, 3-4, my emphasis).

In this definition Newton discusses the possibility of change in state values and the interaction between the state of the system and the force impressed upon the system from outside. The inertial motion is understood as the thing that changes as a result of force being impressed on the system. Newton suggests the distinction between inertial movement, or vis initia, which is innate to the body, and movement under force, exerted from the outside the body, and changes its innate properties. 

In the section of the part entitled 'Axioms, or laws of motion' Newton reiterates Gallileo's argument:

Law I: Every body continues in its state of rest, or of uniform motion in a right line, unless it is compelled to change that state by forces impressed upon it (ibid. 1687, 22).

One can thus say that Newton fully accepts into his theory the concept of state, as it appears in Galileo's work. The basic feature of the state is highlighted here: it is the intrinsic nature, or in Newton's words, innate force of matter. Definition III of the Principia designates the mass of the body as a vis insita and a vis inertiae, that is as an innate or internally possessed characteristic of material bodies. This innate force is not experienced directly but is known through its principal effects. These effects are the body's weight, and the resistance it manifests to any change in the state of motion or rest of the body. Hence there is a close relationship between the mass, which is an innate characteristic of matter, and inertia.  

The state is intrinsic property of bodies in nature. It constitutes the state variables, which describe their innate properties. These properties are not part of the causal analysis. When nothing happens in the physical system, the values of the state variables remain the same. Only events that change one or more values in the state are dynamic changes and are subject of explanation.

I shall now turn to the second feature mentioned in the introduction to this section: the feature of 'maximality' of the state. In the following analysis I explain the origin and meaning of this attribute.

1.2 The completeness of the state


In this section I follow the way Robert Rosen conceives of the concept of state in his book Life Itself: A Comprehensive Inquiry into the Nature, Origin, and Fabrication of Life.
 

1.2.1 Chronicles and recursive chronicles

Rosen starts his analysis by retreating to the level of percepts from which he argues the notion of state is constructed. All that an unbiased observer can see in nature are sequences of percepts ordered in a subjective sense of time. The result of such observations is a tabulation - a list of what is seen, indexed by when it is seen. Such a table is named chronicle. These chronicles are used in order to map events in nature to the realm of arithmetics and are indeed no more than mapping from events to numbers, or their attributes. 

Science is engaged in trying to forecast events yet to occur, or other unsampled events from given information about the world. In the introduction to his philosophical manuscript, Heinrich Hertz notes that:

The most direct, and in a sense the most important, problem which our conscious knowledge of nature should enable us to solve is the anticipation of future events, so that we may arrange our present affairs in accordance with such anticipation. As a basis for the solution of this problem we always make use of our knowledge of events which have already occurred, obtained by chance observation or by prearranged experiment (Hertz 1900, 1). 

In the terms presented above, this would amount to trying and figuring out unsampled events in a chronicle from the events already sampled. Such a step must presuppose that the chronicle somehow contains some information beyond the data it lists. 

Chronicles that allow prediction are recursive chronicles. In order to understand the special attributes of a recursive chronicle, we first turn to the more general case of an arbitrary chronicle. Let a chronicle be an arbitrary list of events in a function {t,f(t)} where f(t) is the event recorded at time t. As stated before, since the major goal is to find a method of prediction and postdiction (that is the deduction of values of the chronicle in past time), the goal here will be to try and find a formula expressing the value f(t) in terms of the instant at which it occurs. Such a formula will allow the extraction of unknown values by placing the parameter t, namely time. The mathematical problem that arises in such a method is that the identification of the formula underlying the chronicle can be ambiguous – every set of entries can have more than one formula. In order to get a clear formula, we have to look for more sophisticated chronicles. 

Recursive chronicle allows unambiguous entailment of unknown values of f(t) from known ones independent of the absolute measure of time. Suppose we have a recursive formula that defines a chronicle:
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The function f in this instance is defined recursively; its successive values are obtained, not by evaluating it at the successive numbers in its domain, but by applying a fixed operation T to its preceding value. The successive values do not depend on the formula f but only on the previous values and the recursive function T. The value n is stripped from its intrinsic meaning because f(0)  is arbitrary. To generate a full chronicle only two things should be given, the integer f(0) and the entailment function T.

A recursive function is unambiguous and unique, in the sense that two trajectories will never intersect with each other. Assuming the recursion can be inverted, we get a unique group of trajectories that extends from 
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. The reason for the uniqueness of recursive trajectories lies in its very nature. An intersection at one time point will entail intersection at all other points. Hence no two recursive chronicles, generated by the same recursive function can have the same entry, unless they are the same chronicle. Recursive function constitutes the mathematical basis for the concept of state. Every state is entailed from the one before it, regardless of the history of the entailment. What matters is the last state and the entailment function. 
1.2.2 Entailment in natural chronicles 

The unfortunate fact is that most chronicles in nature are not recursive. Only through a method that allows the transformation of chronicles to be recursive, can we make predictions about unsampled entries of the chronicle.  Taylor theorem (named after Brook Taylor 1685-1731) provides a mathematical device that allows us to turn non-recursive chronicles to behave as if they were recursive. In the most general way, Taylor's theorem allows us to express what happens near a point in terms of what happens at the point. The formula of Taylor's theorem 
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 means that any future event in the formula can be predicted knowing the value of the formula at a certain point f(t0) and all the derivatives of that point. This formula turns the chronicle f(t) into a recursive function by embedding it in a larger set of chronicles, which are the derivative values of its function at the same point. 

Since the possible series of derivatives is infinite, it is a common practice to truncate Taylor’s formula and use an approximation of it. In this form, any formula can turn into diachronic formula. If we actually know the derivative functions (
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) of that function, we get a recursive function. Although Taylor's theorem was formulated long after the Principia was written, one can say that Newtonian physics is at its core, an extended and restrictive application of this theorem. 

1.2.3 From mathematics to physics

Historically, the Principia takes Greek atomism as a background to the description of nature. Greek atomists were analysts seeking to break reality into its most basic elements, and then analyzing these elements – the atoms. Everything we see in the world of phenomena can be analyzed only so far, and no further. 

The Principia begins were the Greek atomism ends. The Principia did not concern itself with analysis but rather with synthesis. It takes Greek atomism for granted.  It deals with the reconstruction of the atomistic world. If the atomistic analysis is correct in that there is nothing but atoms in a void, then Newtonian mechanics is an embedding of reality. The Newtonian atom is a structureless mass point, without anything 'inside' it. It has no attributes other than its mass and position at successive instants. Its attributes are incapable for further analysis. The chronicle in Newtonian mechanics can thus check only the position of the particle at successive times. The questions to be asked in Newtonian mechanics are 'where the particle has been?' and 'where is it going to be?' 

As explained above, in order to turn a chronicle into a recursive function, it should be embedded in an endless series of derivates, following the formula given by Taylor's theorem. Newton identified the first temporal derivative of the position as the velocity of the body. This is an interpretive step, which Newton does when applying Taylor's theorem to mechanics – to speak anachronistically. Thus, we have now two chronicles, the chronicle of the position and the chronicle of the velocity. These two chronicles are mutually exclusive as they are not entailed one from the other. Such exclusiveness exists in spite of the fact that a differentiable formula is the source of the derivative function - at any instant of the chronicle, the value of place at that instant does not entail in any way the velocity of the body at the same instant (Rosen 1991, 91).

This process of creating new chronicles does not have to stop in the first derivative, but can proceed indefinitely, creating an indefinite number of chronicles. Newton indeed continues to the next temporal derivative and identifies it with acceleration. And just as before, the individual values of acceleration are independent of the values of the other two chronicles, the chronicle of position and the chronicle of velocity. Although entailment does not appear between the chronicles, Taylor's theorem shows that they can be used to entail events around the entry. The set of chronicles provides together a recursive set. The set of values of these chronicles provides everything there is to know about the particle. This set of values at an instant is the state of the particle at an instant. Being a recursive set, everything we have to do is to know the values of all the chronicles at one instant, and Taylor's theorem will provide the value of the chronicles at any other instant.

Taylor's theorem requires an infinite set of derivatives in order to be effective. Newton decides to truncate this infinite set after the second derivative.  Thus, the state of a particle in Newtonian mechanics is fully described by three chronicles: position, velocity and acceleration. In this decision, Newton follows Galileo observations about the uniform rectilinear motion of bodies. Galileo deduces in his symmetrical considerations, that heavy bodies maintain their velocity if not disturbed. In the Principia this disturbance is interpreted to be the force exerted by the environment on the system. As argues before, the force is not characterized in any absolute term, but entirely through its effects on the system. Newton's first law follows Galileo's observation and mandates that in an empty environment, where no forces are applied, a particle does not accelerate:  x’’(t) ≡ 0. This constraint assures us that we do not have to know the entire infinite of the place derivatives of the particle, but only three chronicles.

The truncation facilitates a complete description of the state and the mathematical entailment using only three chronicles, or parameters. A complete entailment in the physical model can be achieved once a state of the system in a certain time is given, and the rules of entailment are known. A state will be considered complete when the state variables constitute a recursive set. An incomplete state will not allow recursion and, thus, will not allow prediction.

Notice that contrary to the received view about the state of the system in philosophical literature (for example Bridgman 1966, 181), the state is not a full description of the system. The state is complete, in the sense that there is no need for further data in order to entail one state from the other. Consequent states are fully predictable, given a state and the function of entailment. Yet the state is not necessarily a full description of the analyzed system. Attributes, different from those described by the specific chronicles that were incorporated in the state, can both exist and change. The state that was created from one set of chronicles is indifferent to other chronicles that were not incorporated into it. 
1.3 System and environment

The phrase 'state of the system' implies there is a distinction between the system and its states. In physical sciences, while the system is a physical, material entity, the state is its mathematical representation. The system is defined, to a high or less degree, by both spatial borders and a certain limit of time. The system is distinguished and isolated from its environment. This allows controlling the forces exerted on the system. One can say that the state is the parametric articulation of the system in a designated theory. 

Newton replaces the relation existing in the physical object between system and environment to a more formal relation between the system state and the dynamical law of motion. The state constitutes the description of the system. This description is complete in the sense that it is recursive – it enables entailment of the chronicle of position and velocity. The environment, on the other hand, does not get an independent description. It is relevant only as a source of force, which operates upon the system. This operation is described in the terms of the state variables. A force operating on the system is a force that change one or more of the values of the state variables. 

The partition of the ambience to system and environment, the identification of the system with a formalism whose only entailment is a recursion rule of state succession, and the identification of environment with the laws that govern the recursion, have placed anything that does not fit directly into the state-transition sequence beyond the province of causality. If we accept the common thought, that every system is in fact a collection of structureless particles, then the 'state of the system' becomes synonymous with the phase of the collection of particles, and the recursion rule governing change of phases becomes Newton's second law. From this it follows directly that every natural system posses a larger model, from which all other models can be effectively extracted by purely formal means. The search for such a larger model will amount to reductionism.

In the following section I will bring some evidence for the import of Newtonian mechanism in different fields of life sciences. I will demonstrate the mostly uncritical acceptance of the concept of state, through the use of logical formalism of mechanics as well as the description of the cell in mechanistic terms. 

2. Aspects of mechanistic description in life sciences

The idea that mechanistic description is the adequate and obvious way for the understanding of the phenomena of life is a common thought among biologists and philosophers of science (Machamer et al. 2000, 3-4). Before we turn to a critical account of the use of mechanistic description in biological research today, I find it suitable to illustrate this use through some concrete examples. My aim here is to show the centrality of the mechanistic model in current biological research and biological models. The discussion is descriptive rather than argumentative. I will concentrate on a few representative examples of models, which are widely known and used among biologists. The objective is to follow the use of the concept of state, as a pivotal concept in mechanistic description, in specific theories of biology. 

Analysis of biological theories as mechanistic descriptions can be found in recent papers (for example, Machamer et al. 2000, 8-13; Robinson 1986, 336-342). I have chosen to exemplify the use of the concept of state through three outstanding models in current biology: the model of neural network, models of molecular biology and the model for explaining the generation of action potentials. The choice of these three models is not arbitrary. The molecular biology model is the most accepted contemporary model of explanation in cell biology, and the simplest example of physical reduction of the living substratum. The model for explaining action potentials is brought as an example of a typical biophysical model that combines knowledge of physics in the description of a biological mechanism. The model of neural network exemplifies the success in using mathematical models as a tool for describing biological functions. It is brought to show the use of logical states in the description of an organ function. 

Although the three examples are aimed to show the import of the Newtonian mechanism to biology, they also exemplify the variety of ways in which this method is being imported. While molecular biology is a straightforward physical reduction of cellular contents to physical elements, the computing model of the brain makes use of logical mechanism, rather than physical one. This chapter will show through these diverse examples the dominance of the Newtonian mechanistic model in current biology.

2.1 From (bio)chemistry to (cell) biology – retaining of the concept of state

The biological field of research where mechanical description has been most pronounced is the field of cell biology. Revolutionary technological developments along the twentieth century, together with major advancement in the field of genetics, have prompted biologists to begin unravel the mysteries surrounding the living cell. This advancement led to evermore finer research into the components of the cell and their combined function. 

As the name indicates, cell biology studies the fundamental living unit: the cell. The cell is the smallest unit that can be described as living (ignoring the possible vitality of viruses), and it is the ubiquitous element in all life forms, from the most primitive blue algae to the sophisticated mammals. It is the most essential form for preserving life. As was observed by nineteenth century biologists, cells cannot be produced spontaneously, but only from other cells. It was phrased in the dictum ‘omni cellula a cellula’. The centrality of the cell has led biology to concentrate its efforts on the understanding of its nature. The description of the common features of cells is believed to yield key insights into the essential features of life.

The cell is regarded as a system with semi-permeable boundaries. The plasma membrane separates all cells from their environment and functions as a barrier to free diffusion. The membrane furnishes the cell with a physical definition; it individuates the cell and indeed provides it with an 'identity'. The physical properties of the semi-permeable membrane are further modified through transmembrane proteins that allow selective and modifiable passage of substances across it. Thus, the cell is regarded as physically defined, albeit not isolated system.

The analysis of cell biology is chemical, not physical in nature. It is first and foremost the triumph of chemical, not mechanical [that is Newtonian mechanics], engineering (Hon 2000, 284-307). In order to understand the cell, it is required to understand the chemical processes occurring inside it. Jacques Monod (1910-1976) regards the cell as a complicated chemical machine:

Living beings are chemical machines. The growth and multiplication of all organisms require the accomplishing of thousands of chemical reactions whereby the essential constituents of all cells are elaborated. This is what I call ‘metabolism’. It is organized along a great number of divergent, convergent, or cyclical ‘pathways’, each comprising a sequence of reactions. The precise adjustment and high efficiency of this enormous, yet microscopic chemical activity are maintained by a certain class of proteins, the enzymes, playing the role of specific catalysts (Monod 1971, 45, my emphasis).

Notice that Monod advocates a chemical-mechanical description of biological events, rather than physical-mechanical description. In Monod’s view the activity of the cell is accomplished with many ‘production lines’ that consists of series of enzymes responsible for the chemical reactions. These production lines might convert, divert or be cyclical in nature. All this chemical activity allows the cell to grow and multiply. 

The chemical-mechanical line of thought has led cell biology to be primarily an attempt to apply the methods and knowledge of biochemistry to represent the function of the entire cell. The distinction drawn here between biochemistry and cell biology is crucial. While biochemistry treats chemical processes, which occur inside the living cell, cell biology examines the function of the entire cell. Biochemistry deals with the properties and interaction between molecules that are found in the cell. In this realm of investigation one can find discussions about enzymatic reactions, non-covalent interactions between molecules and structural analysis of molecules. This science investigates non-living matter, but rather (complicated) chemical reactions. Cell biology, in contrast, asks questions concerning the behavior of the entire cell as a whole unit – as a system. 

I am interested here in the notion of state as it arises in cell biology. There are many discussions regarding the existence (or lack of existence) of states in the biochemical level, e.g. the non-linearity of enzymatic reactions, the stochastic behavior of transmembrane channels and the endless number of semi-states in proteins. I wish, however, to focus on the use of state in the biological systems, that is in cell biology, rather than in biochemistry. Thus, the discussion below is limited to mechanism as it appears in cell biology.

One can distinguish between at least two different approaches to cell biology: molecular biology and cellular biophysics. Though separate, these approaches are not regarded as contradictory, but as complementary. Both approaches try to describe, through different means, the cellular function using the knowledge obtained in biochemistry. I will here discuss the notion of state as it appears in these two approaches separately.

2.1.1 The biochemical state of the cell

Molecular biology (MB) represents the cell as no more than a giant complicated nano-machine. It attempts to build a model of a typical cell using biochemical building blocs. The basic unit of description is usually the protein and strings of nucleic acids (DNA and RNA), stripped from their chemical complexity to a simple functional entity (one can compare the illustration of proteins to LEGO parts). The connections between the components in the MB cell model are either of spatial nature – to what location does protein A connects to protein B, or of simple functional operation, e.g. the connection of protein A to protein B causes the augmentation of activity in protein A. 

In MB representation one can easily track the retaining of the state from the molecular to the biological level of representation. This is done in three steps. In the first step that might be called the definition of the building blocs, the proteins are described as a construction of simple spatial shape or of few distinguishable shapes. This is where the definition of the state of the molecule occurs. The molecule becomes a simple mechanical entity with a defined function (either enzymatic or structural).
 The molecule has certain defined possible states, which change with the structural conformational change of the molecule. The function of the molecule is further controlled through various 'binding sites' for specific substances, that can influence the functionality of the molecule, by either augmenting it, depressing it or changing it in many other ways.

The second step, a synthetic step, assembles the building blocs to create a MB mechanical system. This system contains only the components of well defined states with well-defined interactions as well as the spatial relations between the components. Every component, be it a protein or other molecule, is a simple biochemical entity with completely defined function. All these components create the entire system.

Figure 2.1 presents an illustration of a typical MB representation schema. The ligand (the substance which activates a receptor, represented by the small red rhombus) binds to the binding site of the trans-membrane receptor, and causes the enzymatic activation of the receptor.
 The binding of the ligand allows the two subunits of the receptor to phosphorilate each other, which in turn cause phosphorilation of intracellular proteins. The state of the two subunits is defined by two parameters – the binding of the ligand and the binding of the second subunit. Only when these two conditions are met, the complex is functional, i.e. phosphorilates proteins in the cell. When one of these conditions is absent, the receptor complex loses its function.

Machamer et al. describe the MB representation as built of discrete steps (Machamer et al. 2000, 11-12). Each step begins in the description of the set-up conditions (that might be the termination conditions of the previous step), which is a static time slice of the mechanism. These time slices include relevant entities (which are the molecules) and their properties (which is their functional connection with other molecules), as well as structural properties, spatial relations, orientations and other chemical and physical conditions in the environment. Continuous events are being broken to discrete steps. The braking up of events is done at 'privileged endpoints' such as rest, equilibrium, elimination of a product or the production of a product. Thus, “in a complete description of mechanism, there are no gaps that leave specific steps unintelligible” (Machamer et al. 2000, 12). 

The third step of MB is an idealized one rather than actual one. It is the aim of MB – to fully describe the behavior of the cell as a consequence of the chemical machinery. It is a molecular machine, using DNA as a code script for new protein components, and constantly updating itself on events in its surrounding through the cell receptors. The energy of this machine is drawn from carbohydrate metabolism absorbed from the cell’s surrounding. Although it contains many components, both in number and in kind, it is, in principle, defined in its MB states. 

The analogy of the MB representation of the cellular mechanism to Newtonian mechanics is straightforward. Although the basic components are not of single nature as in Newtonian mechanics, they possess distinctive functional relations with each other, and exert different types of forces on one another. The state of a single MB component is not physical-mechanical, but rather biochemical, and is completely defined by knowing its nature (what molecule is it). Once the state of the single component is completely defined, a second synthetic phase of reconstruction of the entire system takes place through spatial localization of all the components. The interaction between two components in this cellular system is a function of the nature of the two molecules, and the laws of entailment, are biochemical laws of entailment.

2.1.2 Biophysical state of the cell

A second approach to cell biology is cellular biophysics. This approach attempts to describe physical attributes of the entire cell, and in some cases of parts of cells, as properties that emerge from the biochemistry that underlies the cell activity. Biophysics has been all but remained untouched by the trend of molecular biology. Although classic biophysical research has been engaged in describing physical properties of entire biological systems, current biological research is engaged mainly in a bottom-up approach, considering the physical properties of molecules as the relevant level of description. Once the details of the fundamental level are described, biophysical theories gradually build the mechanical edifice aimed to explain higher biophysical observations. The model of action potential, known as the Hodgkin-Huxley (HH) model, will be used here as an example of such bottom-up approach in biophysics.

The model, published by Sir Alan Lloyd Hodgkin (1914–1998) and Sir Andrew Fielding Huxley (1917- ), describes the excitation of cell membranes and specifically the propagation of action potentials in the axon of a neuron cell, as a phenomenon that stems from certain properties of molecular channels embedded in the membrane. The model constitutes one of the most important bases of neurophysiological research to this day. The seminal group of articles (Hodgkin and Huxley 1952, 449-544) gives a rather complete and mathematically well-defined theory of the ionic basis of resting and action potentials, which was fairly conclusively tested by a great number of experiments on the Squid giant axon. 

The phenomenon to be explained is the propagation without attenuation of electric action potential along the axon. The action potential is a non-linearly response of plasma membrane of certain cells (excitatory cells) to electric depolarization. The biophysical phenomenon itself has been known for a long time - when positive electric current is injected to excitatory cells, the membrane potential changes linearly in response to small currents, and non-linearly beyond a threshold to larger currents.

The model of Hodgkin and Huxley is aimed to explain this phenomenon as a consequence of activity of macromolecules. The model comprises of four levels of description: first and second levels of description are of the molecular level; third level of description is the population level, where the common statistic features of the entire population of channels of a certain type is analyzed; and finally, the level of description of the entire system, where different populations of channels interact to produce the action potential. An extended description of this model can be found in the original papers (Hodgkin and Huxley 1952, 449-544) as well as in more recent papers (Marom 1998, 105-113; Hille 1992; Müller and Pilatus 1982, 193-208). I will here bring only highlights of the theory, to the amount that will serve my broader argument.

HH-model claims that membrane excitation is essentially caused by flow of K+, Na+, Cl- ions across the cell membrane. The initial condition from which HH-model explains the development of the action potential is the 'resting potential' of the membrane Vm - an electric potential difference across the membrane. This potential is assumed to be stable unless a depolarization event occurs. According to the HH-model, the resting potential is generated and maintained because of unequal distribution of ions across the cell membrane and the selective permeability of the membrane to different types of ions. 

Ion-selective protein channels embedded across the membrane create different conductance values for the different ions.  Assuming the concentration of each type of ion does not change, one can describe the 'electric driving force' for every type of ions, which is the difference between the ion resting potential E, and the actual potential of the membrane.
 These channels are not always open. The Na+ and K+ channels are voltage gated, that is, they open only as a response to membrane depolarization. The timing of opening and the amount of channels, which become open, create the action potential. In the following analysis I will present the way in which HH-model ‘construct’ the biophysical event, that is the action potential, from the representation of events at the molecular level. For reasons of convenience I will bring the model representation for the potassium channel. Similar considerations exist in the analysis of the sodium channels. Furthermore, I bring here only some of the equations and insights used in the different levels of description.
The first level of description in the HH-model is the one of channel subunit. The potassium channel protein is a four identical subunits channel. Each subunit has two states – ‘open’ and ‘close’. The ‘open - close’ state equilibrium of the subunits is solely dependent on the membrane potential, and is described as a probability function for every value of membrane potential. The subunit is effectively described as a small mechanical binary system – that is a mechanical system with two possible states. The state is determined statistically as a consequence of the membrane potential. The change in the states occurs as a consequence of a change in the potential.

The state of the entire channel is the second level of description. Only when all the four units are in the state ‘open’, the channel conducts potassium ions across the membrane. The electric current 
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, which passes through one of these channels in the ‘open’ state, is calculated using Ohm’s law, as the multiplication of the conductance of the channel 
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Once the value of the ion current in one channel is obtained, one can calculate the flow of the ion across the membrane in the entire system. In this third level of analysis, HH-model takes into account all the population of channels of a specific type. In case of potassium, the conductance of the entire population of potassium protein channels will be described as the sum of the individual conductance of all the channels. Since only channels that are in ‘open’ state, conduct ions, the probability of the channel to be open is calculated as the multiplication of probabilities of each unit to be in the ‘open’ state.
 The current flow of the entire population 
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is calculated using Ohm’s law by multiplying the conductance of the entire population of potassium channels in the system 
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with the driving force of the ion and the probability of the channels to be in ‘open’ state: 
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The fourth step in the HH-model integrates the sum influence of all the channel types to a single equation, which calculates the sum electric current flow of all the ions across the membrane. The general current flow will be constructed as a sum of the ion flow of the three major ions which participate in creating the action potential, namely potassium, sodium and chloride. The equation below is the equation of the calculated sum of the entire flow in a segment of axon:
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The HH-model constructs the behavior of the entire excitatory cell from the elementary subunit of the protein channel, through the analysis of a single channel and the entire population of a single ion type. The HH-model is based on the notion that there are sufficiently defined states to the elementary units (the channel subunits with the ‘open-close’ states), and that, by summation of effects from one level to the next, one can describe the behavior of the entire system.

The system representation of the HH-model starts by setting-up the initial conditions. These conditions are the conditions of the excitatory cell in state of 'rest'. The cross-membrane potential, the resting potential of each ion type, the conductance values of the different channels, and the probabilities of the ‘open’ and ‘close’ states are calculated for the 'resting cell'. The next step is the explanation of the action potential itself. This is done in a four-level step, from the basic two-state protein subunit, the entire protein, the entire population of one ion type, and finally the summed effect of all the ion populations. In every explanatory step of the HH-model the entire four-level calculation is required in order to explain events. Since it is the molecular level where 'things actually happen' it is regarded as the basic level, from which other levels are mathematically calculated. The channel’s subunit is a simple binary machine that changes its states as a response to changes in membrane potential. The entire action potential is constructed step by step as a consequence of events at that molecular level. 

The entailment of states takes into consideration the instantaneous membrane potential, as well as the state of the different ion channel populations. Subsequent values of these parameters are basically determined by present values and, of course, the rule of entailment, which is the equation that calculates the total ionic flow across the membrane quoted above. The 'big machine' that exhibits a complicated phenomenon, is broken to 'small machines' with simple and presumably predictable mechanism. The reconstruction of this machine from the simple elements yields the law of entailment. In terms of Rosen analysis of Newtonian physics (as described in the previous section), one can say that this is a system of two independent chronicles (taking into account only potassium channels): the membrane potential Vm and the probability of a potassium channel to be open n4. Knowledge of the value of these two parameters at an instant (as well as other values regarding other ions we have not considered here), is sufficient to entail subsequent states. Computer models which make use of the equations of the HH-model successfully simulate the membrane potential, measured in biophysical experiments in real axons.

Both molecular biology and cellular biophysics aim at explaining and predicting the behavior of entire cells. While MB represents the cell in terms of chemical mechanism, cellular biophysics uses physical terms (like electric potential and currents). These methods are not considered contradictory but complementary, although it is more often the case that biophysical equations are reduced to MB representation. Even though the wealth of information in these two areas of research is staggering, the attempt to fully represent an entire cell, is yet to take place. It seems that exactly this wealth of information and knowledge drives biology away from the goal of completing the description of the nano-mechanization, rather than bringing it to completeness. More than any other reason, it is exactly the failure of cell biology to complete the task of fully describing cellular machinery, in spite of the enormous research in the field and the huge amount of data collected, which raises questions about the place and meaning of this investigation in life research. 
2.2 The brain as a logical machine
The previous section brought two instances of biological theories of reduction to biochemistry and physics, which were presented as examples to the use of concepts from Newtonian mechanics in biology. In these instances the reduction of biological systems to either chemical or physical terms is a precondition to the ability to describe them in terms of Newtonian mechanics. This sement presents an example of the import of the Newtonian method to biology without reduction to physical sciences. Although it is a unique example among theories in biology, the case of the logical modeling of brain function is both intriguing in its arguments and important as an extremely influential model in brain research.  

It is difficult to overestimate the contribution of Alan Turing (1912-1954) to current research in neuroscience. In his model of a logical machine Turing demonstrated in a clear-cut way the possibility to compute numbers in a "machine-like procedure, and thus launched the modern era of digital computers" (Abraham 2000, 11). This section will follow one of the models that came as a direct consequence of Turing’s work – the neural network model invented by Warren McCulloch (1898-1972) and Walter Pitts (1924-). Although there are many other up-to-date models describing neural networks, the model of McCulloch and Pitts is the first of its kind to present a complete model of neural computation, and may be regarded as the seminal model to those who followed.

The discussion in this section is limited in some aspects. It avoids, as much as possible, the subject of the mind-body problem and the philosophy of mind that stems from it. Furthermore, the 'computing machines'
 model of Turing will be brought here only to provide the required knowledge and scientific background to the work of McCulloch and Pitts. 

2.2.1 The computing machine

The goal of theoretical biologists in the first half of the twentieth century was to blur the boundaries between the animal and the machine (Abraham 2000, 5). They argued that studies of the logical structure of organisms could shed light on the workings of machines that manifest purposeful behavior, and in turn, an understanding of biological systems. This idea together with the development of the universal computing machine, constituted the background for the development of cybernetics and its attempts to describe the brain function in pure mechanical terms.

Unlike the Automaton of Descartes (Descartes 1748), the automaton models developed by Turing, McCulloch and Pitts were theoretical in nature. Distinct from the material, mechanical automata of the seventeenth century, the automata of the twentieth century are abstract, logical systems, or 'theoretical machines'. These 'theoretical machines' are in fact algorithms – a deductive, automatic procedure that gives a definite result in response to a set of data.

Turning suggested a computing machine to be a 'finite automaton', which is a machine of a finite size, a finite number of internal states, and certain specified inputs and outputs. The input and output 'histories' are synchronous, that is, they occur during discrete moments in time. The output of the automaton is dependent not only on the input at a certain moment, but also on the internal state of the automaton.

The functioning of the automaton is governed by rules of mathematical logic embodied in an algorithm, which defines the relationship between all the elements of the automaton: the input, the output and the internal state. The algorithm is exhaustive, rigorous and unambiguous. The logical structure allows the automaton to carry out any algorithmic procedure – the more complex the procedure, the more elaborate the algorithm required to produce it. 

One can thus say that the automaton is a symbol-manipulation device that performs numerical processing. The numerical processing is performed only after proper encoding to strings of symbols are fed to the computing machine. The result received from the machine is then be decoded in order to get meaningful result. 

Figure 2.2 illustrates a possible algorithm of a finite automaton. The input is encoded to be either 0 or 1 (i0 and i1 respectively). Depending on the internal state of the system (described in the inner square, q1-q3), the new state of the system is being set (the upper line). This new state, in turn, determines the output of the automaton (o0-o2), as described in the table below.   

Notice that the function of the computing machine requires two data sets: the input set and the internal state of the machine. While the internal state sets the algorithm to be used, it is only the combination of the algorithm, together with the input received, that determines the state that follows, and through it, the output of the machine. Furthermore, all the possible internal states of the machine are predetermined and like the possible inputs and outputs, they are finite in number.

A key feature in Turing’s machine is the connection between propositional logic and mathematical logic (Abraham 2000, 22-27). The data is encoded into binary numbers (that is numbers using 0 and 1 as numerals). The algorithms in the machine are sets of Boolean logical functions that are represented in binary form (‘0’ is ‘false’, ‘1’ is ‘True’).
 The encoded set of binary numbers is placed in the binary translated Boolean algorithm to yield a result. Assuming the possibility to describe any mathematical operation as a set of Boolean logical operations, Turing has shown that a machine can solve any arithmetical proposition.
 Thus, the computing machine is in fact a Boolean machine, processing logical propositions rephrased in binary language. This feature will have a decisive influence on the neural network model that was suggested as an analogue of the computing machine.

It is Turing himself who already considered the option of carrying a comparison between the computing machine and the brain function. In this regard Turing considered human mental operations to consist of simple elements. He then goes on in expanding this analogy (one should bear in mind that when Turing wrote 'computer', he meant a human who carried out computations):
The behavior of the computer at any moment is determined by the symbols, which he is observing, and his 'state of mind' at the moment. We may suppose that there is a bound B to the number of symbols on squares, which the computer can observe at any moment. If he wishes to use more, he must use successive observations. We will also suppose that the number of states of mind, which need to be taken into account, is finite… We know the state of the system if we know the sequence of symbols on the tape [which is the input of the computing machine, Y.R.], and the state of mind of the computer…

We may now construct a machine to do the work of this computer. To each state of mind of the computer corresponds an 'm-configuration' [internal state] of the machine… (Turing 1936, 250-251).

Thus, already in the seminal article on the computing machine, Turing identifies an analogy between the human mental function and the function of the logical machine. Both have finite number of internal states, both recognize finite number of inputs and release finite number of outputs. Turing does not regard the idea of the automaton only as a model of automatic computation, but also as a model describing the way the brain functions. If the brain is claimed to be a machine, and if the function of every machine can be modeled using the model of logical machine, then the human brain can be, in principle, modeled using a computing machine as a model. The human brain has a finite set of inputs, or stimulations, it receives from its surroundings; it has a finite number of states (these are the 'states of mind'); and it has a finite number of outputs it can perform. 

The computing machine is not a physical machine in its simple definition. It does not contain weights and levers of any kind. Yet it is a machine in the fundamental way. The computer machine is totally dependent on its internal state, fully defined and finite in its number. It is illuminating to compare the computing machine to a mechanical-Newtonian system. In both cases, the system is completely defined by the state; in both cases its state is finitely defined through certain number of parameters; in both cases the system's consequent state is fully entailed by the rule of entailment (which is the machine's algorithm) and the state of the system at the same instant; and in both cases the only way to influence the system is through influencing one of the system’s parameters. 

Turing notices the close proximity of his model to Newtonian mechanics when he makes a comparison between his computing machine and the claim of the physicist Pierre-Simon Laplace (1749-1827), that any event in the universe would become predictable once the state of the universe is fully known at one moment:

It will seem that given the initial state of the machine and the input signals, it is always possible to predict all future states. This is reminiscent of Laplace’s view that from the complete state of the universe at one moment of time, as described by the positions and velocities of all particles, it should be possible to predict all future states (Turing 1950, 444).

Thus, the computing machine is a fully deterministic system. Once the state of the machine is known at one moment, it is fully predictable at any other moment.

Moreover, Turing make a complete analogy between the computer machine and the (human) computer. They are both deterministic systems. Once the ‘state of mind’ is fully known, its future states are fully predictable. This model suggests to describe the function of the brain as a mechanical model. Its uniqueness and ingenuity is in using a general notion of a machine, rather than a physical one. Although Turing has not provided a detailed description of how the mechanism of the human mind actually functions, he brought a general model of a machine that can compute arithmetic propositions. The direction toward equating the human mind with the computer machine, which was set by Turing, was followed by others. 

The task of drawing a parallel between the human mental function and the function of a computing machine reached its provisional culmination in the work of McCulloch and Pitts. The model they suggested makes use of biological findings known at the time as background knowledge to construct a biological model of a logical computing machine.

2.2.2 The brain as a biological computing machine – the neural network model

The McCulloch and Pitts neural network model of brain function, is the mapping of the Turing machine to the structure and the biological facts known at the time. It is the first application of a logical calculus to a living system and is regarded as a landmark event in the history of cybernetics (Abraham 2002, 3). Through the connection of the 'all-or-none' concept that was emerging in the investigation of neurons to the 'true-false' nature of proportions in Boolean logic, McCulloch and Pitts constructed hypothetical networks of neurons, and demonstrated isomorphism between the functional properties of the neurons and Boolean propositions. The task that laid ahead was to find the biological equivalence of the 'Turing machine' using biological experimental data.

As stated by McCulloch and Pitts in the beginning of their seminal article (McCulloch and Pitts 1943), the neural network model rests on biological findings as observed and described by contemporary scientists. These findings are taken as postulates of the neural network model. Three biological postulates were used by McCulloch and Pitts to construct the biological analogue of the Turing machine. The first postulate is that the nervous system is a net of neurons connected between each other through synapses. The synapse is the site of connection between neurons where electric activity propagates from one neuron to another. Since every neuron creates more than one synapse with its neighbor neurons, a network of interconnected neurons is created. The second postulate states that all the functioning of the nervous system is mediated solely by the passage of electrical impulses through the neurons. The third postulate used in the network model regards the 'all or none' nature of the neuron impulse. The electric impulse (the modern term, 'action potential', will be used here to refer to the same phenomenon) is not gradual in its nature but have one intensity.

 Once an action potential is initiated, it propagates along the axon, which serves as a conducting path for the action potential to arrive from the neuron body to all the synapses which the neuron has with other neurons. At any instant a neuron has some threshold, which electric excitation must exceed in order to initiate an action potential.

This network receives inputs from vast number of receptors that convert different physical stimuli into patterns of electrical impulses. It then sends outputs to the effectors of the body, the muscles and the glands (Figure 2.3). The receptors and effectors themselves can be regarded as part of the network since feedback retrograde inputs between the effectors and the central nervous system, and between the latter and the receptors is being assumed. 


The basic unit of the neural network model is the neuron. It is described as a two-part cell, consisting of a body (which includes the dendritic tree), and an axon. The body is the part where the cell receives its inputs, while the axon is the part which transmits the output of the cell. The function of the body of the neuron is to receive the inputs from other axons through the connecting sites – the synapses. Every input can be either inhibitory or excitatory, that is, either increase or decrease the probability of an action potential to be initiated. Furthermore, it is characterized by the weight value assigned to it, which determine the amount of influence of the synapse on the probability of the neuron to fire an action potential. The axon functions as a two-state conductor. It can be either at rest, or can be excited to fire an action potential. When the total sum of the weights of the synapses on the neuron’s body, that are active at an instant, exceeds a threshold, the neuron fires an action potential. The function of the axon is then an all-or-none, rather than gradual, in nature – it is a binary function.

This semi-biological description of events has been rephrased into mathematical language. A Pitts-McCulloch neuron is a simple calculating element with m inputs x1,…,xm and one output y. It is characterized by the number m, its threshold and the weights of each synapse w1,…, wm. Taking the refractory time of the axon as the time unit of the discrete function, the firing output at n+1 will be completely determined on the state of the system at time n. The neuron will fire an action potential at n+1 if and only if the sum weights of the inputs at time n exceeds the threshold   symbolically phrased  y(n+1)=1 iff 
[image: image13.wmf]q

³

å

)

(

n

x

i

i

.

This mathematical neuron modeled by McCulloch and Pitts is a threshold unit. It has two possible states, fire and rest, that are analogues of the 'true' or 'false' results in Boolean logic. The network constructed by adjoining Pitts-McCulloch neurons to one another is a network of Boolean logic gates. An AND Boolean gate will be constructed with two neurons connected each to a third neuron through excitatory synapse. Each of the first two neurons cannot by itself stimulate an action potential in the third neuron. When both neurons are activated at the same time, the stimulation of the third neuron is high enough to initiate an action potential. The logical connection between the three neurons can be then described as one of a Boolean AND gate – the third neuron will fire an action potential if and only if the two connected neurons fired an action potential at the same instant. 

In a similar fashion one can construct triplets of neurons to function as other Boolean logical gates. Figure 2.4 illustrates a simple example of an OR gate in representation suggested in the McCulloch and Pitts article. Source neurons x1 and x2 have both synapses on a target neuron. Both synapses are of equal weight w=1 . The threshold of the target neuron  is 1 and thus when one of the source neuron fires an action potential the state of the neuron body will exceed threshold and its axon will fire action potential. 

The ability to design all Boolean functions using well defined Pitts-McCulloch neurons allows highly complex computation with very simple components, in analogy to the computation suggested by Turing. The more complicated the arithmetic task, the bigger the network of neurons that are required in order to solve it.

The neural network suggested by McCulloch and Pitts is a logical machine. It is logical as it is constructed of Boolean logical gates. It is mechanical as it moves from one state to another, when only its instantaneous state and the input it receives entails its output and succeeding state, much the same as in Turing computing machine. Once the state is given, one can predict the output to every input the network is fed. In the words of the authors:

Specification for any one time of afferent stimulation [stimulation coming from the environment, Y.R.] and of the activity of all constituent neurons, each an 'all-or-none' affair, determines the state. Specification of the nervous net provides the law of necessary connection whereby one can compute from the description of any state that of the succeeding state… (McCulloch and Pitts 1943, 129). 

The ability to represent the three basic Boolean functions of computing machines in the model of neural network means that every mathematical operation that can be computed by the Turing machine, can also be modeled in a neural network. With this McCulloch and Pitts close a circle that was initiated by Turing. Turing claimed that the computing machine could simulate the action of the human computer. McCulloch and Pitts have shown, exploiting empirical knowledge, how neural networks can compute using Turing mechanical machine model. Brain research holds two complementary models: a general model of computation using universal computing machines; and a model that describes the neural tissue as a computing machine.

The assumption that a 'state of mind' can be clearly and unambiguously determined is an essential assumption both in the computer modeling of Turing and the neural network of McCulloch and Pitts. Turing directly uses the definition of internal state to describe the relations between the input and the output of the universal computing machine. This state is finite in the sense that it contains a finite number of parameters which fully entails future states of the machine. The state of the Pitts-McCulloch neuron is fully described by the threshold of activity. The neural network, which is composed solely of these neurons, is defined by the states of these neurons, the weight parameter assigned to each functional connection, the scheme of the connections, and the instantaneous state of each neuron.

One may argue that every human activity that can be described through the use of logical language can be also modeled through the use of neural networks model. The question whether all human activity can be fully described using logical terms is left undetermined. As McCulloch himself has phrased it:

To the theoretical question, can you design a machine to do whatever a brain can do? The answer is this: If you will specify in a finite and unambiguous way what you think a brain does… then we can design a machine to do it… But can you say what you think the brains do (quoted by Hardcastle 1999, 69)?

In deed, the question about our ability to describe brain function as well as other living systems in terms of machines becomes crucial in light of the failure of biology to even become close to its achievement, in spite of all the efforts put to it. Is it at all reasonable to expect such a goal to succeed? 

In this chapter I have shown how current biology is immersed in mechanical world view. My discussion here distinguished between two different approaches by which Newtonian mechanics has been imported to the research of living systems. The first approach, that of molecular biology and biophysics, has tried to import physical and chemical knowledge as a supposedly sound basis to reconstruct more complicated systems as the living systems. The model of Hodgkin and Huxley supplied a good illustration of such reconstruction from the single protein that functions as a subunit in a transmembrane channel, to the behavior of the entire segment of an axon. Illustration from molecular biology has exemplified the finite functional nature of molecular particles. As I will claim the coming chapter, molecular biology has all but a sound basis to its supposed reconstruction of living systems.

A second approach, not as prominent as the first, has also been analyzed here. In this approach, it is Newtonian mechanical method, rather than physical and chemical knowledge, that is being imported to biology. The model of McCulloch and Pitts has served here to exemplify such type of mechanistic use in biology. This model is based on the logical computing machine invented by Turing. Grounded on biological findings, the neural network model has been able to provide a model of logical mechanism of the brain.

Both molecular biology and mechanistic approaches as the neural network model are based on the assumption that the import of Newtonian mechanism to research of living systems is a feasible and desired goal. It is a fact of matter that this goal has yet to be achieved. The common thought is that more of the same research is needed in order to achieve it. This thesis razes the question: Is it at all feasible to expect the success of biology through the use of Newtonian mechanics? 

In the next chapter I will question this widely accepted assumption. Using the examples brought here I will show such an enterprise is improbable to succeed, at best. The import of Newtonian mechanism to biology has been initiated in a time when it had been regarded as the only way to do proper science. But as it has been argued in section 1, Newtonian mechanics is far from being immaculate of hypotheses, and current physics has yet a long way to become a universal science. In that context, there should be a second thought about the import of Newtonian mechanics to biology.  

3. Critical accounts of the application of the concept of state in biology

Last section presented few examples for the import of the concept of state to biology. Such an import is not expected to be without problems, and as it will be argued here, these problems are detrimental to the entire effort to use Newtonian mechanics in life research. As the import of Newtonian mechanics to biology is largely justified by the claim that it is the only way of making proper science, I will start by showing that such a premise is incorrect and that by detaching biology from mechanistic thought, life research may gain new horizons. 

3.1 The relation between physics and biology

It is clear that science identifies states in physical systems, and that biological systems are composed of the same material from which physical systems are built. Although seemingly of close ties, it is not at all clear how the two studies, physics and chemistry, on the one hand, and biology, on the other hand, relate to each other.

It is a common thought in the scientific community that physics is the basic scientific enterprise, from which all other sciences are derived. Indeed physics has long been named the 'queen of science'. Although physics has gained a lot of success and prestige in the last three centuries, it had invested little efforts in explaining rare natural phenomena as life. It has beguiled itself with a quest of the general, rather than the odd and the special. As living material is negligible in the universe, it has been widely ignored. Investigating life is presumed to add no new insight to physics. Life research was confined to become a practicable branch of physical principles. But should biology really be a mere conceptual and technological extension of physical science?

Here first appears the tension, existing in current physical approaches between the universal and the general.  A general approach to the study of the universe allows overlooking special phenomena that disturb the generalizations made in order to simplify analysis. A general account has no duty in taking all cases into consideration, but only the ubiquitous ones. A universal approach, by contrast, cannot allow it; it has to take into account all phenomena in the universe, be they rare or common, and treat them equally. If physics, as we know it today, is indeed general and not universal, then we can claim that the 'universals' physics and chemistry are advocating, apply only to a special (although prominent) class of material systems. 

Physics as well as chemistry ('physical sciences') have long 'pretended' to be universal sciences. Although the aim is noble, one has to ask whether this goal has been already achieved, especially in light of the disregarding of living phenomena. It is appropriate to make a distinction between physical sciences as an aspiration, and the physical sciences as they appear in contemporary literature. This distinction is crucial, as current physical sciences have not reached their universal aspiration. Although general in nature, contemporary physics and chemistry exclude the phenomena of life from their considerations, and therefore should be suspected to be non-universal. 

Roughly speaking, a general theory is a relative attribute suggesting other theories can be translated into it. If we are able to describe one theory in terms of another, but not vice versa, then we say the latter is a more general. The idea of generality rests on the idea of inclusion; one formalism is more general than another if there is some kind of inclusion. The passage from the general to the special corresponds to the imposition of additional conditions.

Nevertheless, limiting processes might lead to a more general theory (Rosen 1991, 32). By taking into consideration limiting cases – that is atypical and nongeneric cases- it is possible to add new elements to a theory and turn it to be more encompassing. This process of enriching theory turns the elements of the original theory to be embedded into a larger more general thought, in which the original elements of the theory are nongeneric. 

If physics has not reached, as of now, its universal aspiration, then there is no apriori reason to adhere to its method in biology. It is possible that the living phenomena are the limiting cases of the current physical sciences; the phenomena that might enrich physical sciences and expand them, rather than be bound by them. In such a case, it can be said that the living systems are too general in order to be included in the physical sciences. The muteness of physical sciences towards the understanding of living phenomena can be then explained from its fundamental inapplicability to biology. If this is the case, then biology will only gain by freeing itself from the shackles of contemporary physical method.     

This view, of course, is profoundly different from the approach taken by most biologists. As the nineteenth century debate between vitalism and mechanism has been concluded in the decisive victory of the latter, most biologists now believe that that life is an inevitable consequence of the underlying physical and chemical processes. This approach leads directly to the reductionist approach in life sciences. The term reductionism receives narrower meaning in biology than the one assigned to it by Nagel (Nagel 1961, 336-397).  It is "the attributing of reality exclusively to the smallest constituents of the world, and the tendency to interpret higher levels of organization in terms of lower levels" (Barbour 1966, 52, my emphasis); and the terms are Newtonian terms. This is what was named in section 1 the 'larger model' – a model to which all other phenomena may be reduced to, and that all other phenomena should be explained through its terms.

The conviction in the necessity of Newtonian mechanics as the proper basis for the understanding of living phenomena has led to the rise of the machine metaphor. Dating back to René Descartes and his automaton, the machine metaphor has become the major conceptual force in biology. Descartes saw automata, which existed in his time, to appear as if they are life-like. Descartes’ conclusion from the technological advances of his time extended beyond logical deduction – he concluded that life itself is automaton-like (Descartes 1748). 

Descartes juxtaposition of the automaton to a living system is a metaphor rather than an analogy. In an analogy, which is a reductionist move (in the way Nagel has put it) one formal system is used to describe another. This is done by translating the elements from which the reduced formal system is constructed, to the reducing system (Rosen 1991, 57-64). Results received in the reducing system can be then translated back to the reduced theory, and complete the analogy. Analogy therefore is essentially a two-way process of both encoding – translating to the reducing theory, and decoding – translating back to the reduced theory. Once encoding has been done, the routine practice will require only decoding of results received in the reducing system. A metaphor, in contrast to an analogy, does not bother with the encoding. It is a decoding without strict encoding – it is the description of one system in terms of another, where the initial connection between the two systems remains vague. 

The argument, that will be brought forward here, follows the argument of Rosen, that the comparison of living systems to machines is a metaphor (Rosen 1991, 64). I will claim here that there is no clear encoding of the properties of living systems to the machine model. The notion of state which, as already been shown, is a core concept of the Newtonian mechanics, cannot be properly encoded to biology. In other words, biological systems do not contain states.

3.2 Living systems do not allow their representation as a succession of states

The discussion about the lack of states in living systems will be divided into two distinctive cases. The first case will deal with construction of biological models from the physico-chemical components. The second case will deal with independent mechanistic theories in biology. This distinction is not novel; it was suggested in the previous section in the separate discussion of molecular biology and the model of Hodgkin and Huxley on the one hand, and the neural network model of McCulloch and Pitts on the other hand. 

The model of McCulloch and Pitts rests on a more naïve approach to the import of physical terms into biology. This approach, that I will name mechanistic analysis, rests on the idea that every system in nature may ultimately be described as a mechanism - that is, as a finite set of chronicles, or parameters, that are recursively entailed using a law of entailment. This approach has nothing to do directly with information obtained in physics and chemistry; it is a truly independent description of biological systems. Nevertheless, it bases itself on Newtonian mechanistic concepts, and predominantly the concept of state.

Molecular biology (MB), and biophysical models that base themselves on MB, aim to build up the biological system from physical and biochemical knowledge. This approach, that I will name biophysical analysis, does not seek unique biological laws of entailment. In fact it stems from the acceptance of the inability to simply import Newtonian mechanistic concepts to biology. It bases itself on a supposedly more firm ground of physical and chemical knowledge, in the hope to reconstruct from these elements the traits of the entire living organism. To make it clear, both approaches: biophysical analysis and mechanistic analysis, are established by Newtonian mechanistic concepts, and specifically the concept of state. The distinction made here between the two does not regard their method, but, rather, their elements of analysis. I will consider these two approaches separately.

3.2.1 Is it possible to define states in biophysical analysis?

Section 1 ended in the conclusion that states are not required to be a full description of all the parameters of the system they refer to. The only requirement for a state is to be sufficiently elaborate in order to allow entailment: That was named a ‘complete state’. Even if we assume physical (or chemical for that matter) systems to be finite in their number of attributes, a state describing such a system will not necessarily include the parametric articulation of all the attributes, but only enough chronicles, or parameters, to allow entailment.

There is no reason to believe that the described states of given molecules or other elements which compose the living cell, encompass all their attributes. It is highly reasonable to believe, that the states of such molecules, as it is being given by theories of physics and chemistry, are not the full description of their attributes.

If the conclusion above is correct, then it is ruinous to the MB enterprise. As long as the system analyzed is limited in the type of its components, it is reasonable to assume that a definite set of attributes or parameters exists that may entail itself through a law of entailment. Such type of systems will be named here homogenous systems – a type of systems, which contain the same type of particles. Since in homogeneous systems all components are of the same nature, the type of interactions between the different particles will be of the same nature, and thus the type of attributes of the particle that will manifest themselves in the many interactions in the system will be the same. This, indeed, allows relatively easy definition of state of the particles constituting this system.

Unfortunately, biological systems are not homogenous. Biological systems are composed of countless, albeit finite, number of elements. They are heterogeneous systems. It can be regarded as an extremely laborious task (and even practically impossible, as argued by Elsasser – see section 4) to reconstruct biological model from biophysical elements. The argument I bring here is more profound; I claim that as the system is composed of different types of elements (that is heterogeneous system), new attributes of the basic elements, not accounted for in their physico-chemical state, manifest themselves and influence the behavior of the system. The state of the same components, when taken into account in the reconstruction of heterogeneous systems, is too impoverished to allow entailment. 

A biochemical molecule is investigated by the chemist in order to reveal its chemical properties. The system, which the chemist uses for this investigation, is a homogeneous system. The chemical properties of proteins are revealed using crystallography techniques in highly purified samples of a single protein. The set of properties revealed in this investigation will become too impoverished to allow prediction in systems that contain many types of proteins, as interactions between the different types of molecules will involve attributes that are not accounted for in the state of the original protein in the homogeneous system.

The outcome of this is that every step of reconstruction requires ever finer analysis of the same components that are taken as the basis of the reconstruction. Instead of reconstruction of states of ever larger biological systems, MB is driven to a more elaborative description of the basic elements that suppose to provide, in the first place, the solid ground for reconstruction. Instead of synthesis of system, the attempt to reconstruct generates more analysis. This process is unavoidable as long as the physico-chemical state of the elements is not a full description of all the attributes of the basic particles, but only a sufficient one - a state that allows entailment in homogeneous systems or in limited heterogeneous systems.

It now becomes clearer how the success of MB also leads to a tragical failure. MB has been able to describe the truly amazing compound nature of the living cell. But, the more elaborate the information MB collects about the diversity of cellular components, the more it distant itself from its original goal. The more we become aware of the different proteins and other molecules which exist in a single cell, the more it becomes impossible to define their very states, let alone the state of the entire cell. 

The way to break this enchanted circle has to be a drastic one. One option is to obtain a law of entailment of a state, which includes all the attributes for all the biochemical elements. As it will be argued in the next section, even if physics will obtain its ultimate atomistic model (in its Greek meaning) that will provide full description of a system, there are serious doubts about the theoretical ability of human beings to use such information in order to describe states of living systems. The other alternative is to change the method we use in order to explain processes in living systems, that is, discarding concepts from Newtonian mechanics for a better method, more suitable to biological circumstances.

The criticism here relates to what was previously referred to as the biophysical approach. As noted before, mechanistic approaches in biology do not directly use information from physics and chemistry to rebuild biological systems, but rather attempt to find independent states in living systems. As the latter approach does not assume a more elementary level, the criticism on MB does not apply to it. The inability of the mechanistic approach to find biological states will have to be addressed and explained through different means.

3.2.2 Is it possible for mechanistic biology to succeed?

The task of this section will be to question the possibility of unique laws of entailment to be found in living systems. Maybe the best example for such an attempt is the neural network model of McCulloch and Pitts, presented extensively in the previous section. As noted there, McCulloch and Pitts model of brain function is based on three biological postulates. Of these three, I find the third postulate, which states that the activity of the axon is all-or-none in nature, to be the most essential postulate. It is this postulate that actually enables the use of states in the neural network, through the definition of the state of the Pitts-McCulloch neuron. The state of the network is a summation of the states of its neurons; and the states of the neurons are in fact the state of the axon - either active, or silent. If the axon indeed presents a binary state, and if this is the only significant signal in the network (as another postulate assumes), then we may obtain a system of entailment where the parameters constituting the state variables are the activity of the axons in the entire network.

However, it is now an historical fact that the postulate upon which the model of McCulloch and Pitts rests has been discarded. It is currently widely accepted that it is trains of action potentials, rather than a single action potential, which transmit significant signals in the network of neurons. A single action potential is no more than a squeak in the bustling brain. 

The rejection of the McCulloch-Pitts model cannot, of course, be a proof to the inability to describe mechanistically living systems. In fact significant branch in neuroscience is consistently attempting to find mechanistic models of brain function that fit contemporary knowledge. Nevertheless, the example of the neural network model might be illustrative as to the fate of mechanistic models in life science. It is the constant addition of conditions, that is, of new biological attributes that are the most prominent character in the development of theories in biology. In sharp contrast to the development of theories in physics and in chemistry, where they provide an entire and close model for a specific system, biological mechanistic models provide only fuzzy approximation of entailed events.  

I claim here that this is not without reason – mechanistic models in biology are bound to be approximations, rather than rigid laws of entailment. The heterogeneity of biological systems makes it improbable to detect simple entailment of states. The nature of biological systems is one of multiple functional connections between its components, rather than one of isolation. Most probably, a mechanistic model will describe only some attributes of the biological system. As was shown before, this partiality in itself is a possible and even an expectable feature of mechanistic models. Yet in contrast to attributes in physico-chemical systems, biological attributes, or traits, cannot be isolated. The richness in the living system turns it improbable for small number of traits to be isolated from the rest of the events that are not being entailed in the model. In other words, it is reasonable to assume there are no closed systems in biology. 

Let us consider a close system of a pool table where the different balls are equal in all their attributes, excluding one – their color. The evolution of this system is completely predictable through the laws of motion set by Newton. The physical attribute of color does not interfere with other attributes that compose the state of this Newtonian system. Color is an isolated attribute. My claim here is that contrary to physico-chemical systems, biological attributes cannot be isolated. It is in the very nature of living systems that different traits are interconnected with each other.

Another example to isolated attributes appear in thermodynamical systems. In classic thermodynamics, the final state of ideal gas can be predicted by a linear relation between the gas pressure, the volume of the container, the number of gas particles, and the temperature of the gas. Such thermodynamical system totally ignores the state of its individual particles. The thermodynamical state of any ideal system is totally entailed through the use of the law of ideal gas, in isolation with the physical-mechanical motion of its particles. The physical state of single particles in thermodynamical systems is irrelevant for the entailment. 

I claim here that contrary to thermodynamical systems, biological systems will not yield such laws of entailment. The crucial difference between thermodynamical systems and biological systems is the heterogeneity of the latter, in contrast to the homogeneity of the first. Although thermodynamical systems might be composed of different molecules, they are all assumed to be of the same attributes (and thus become 'ideal gas' particles). Biological systems, on the other hand, are not homogeneous in any way but heterogeneous. This heterogeneity does not allow the averaging out of individual influences, and thus biological systems cannot be idealized, the way thermodynamical systems can.  

As the influence of biological traits not incorporated in a supposed state of a system is uncontrollable, a biological mechanistic model will have to incorporate into its state more traits of the system in order to become accurate and predictive. This is a process that reiterates itself ad infinitum. There is no good reason to believe a new state, incorporating new traits of the system into its law of entailment is basically and significantly different than the law before the correction. Such a process most necessarily will lead back to MB, with its own problems.

Indeed up to now, no law of entailment has been found in biology. It has been claimed that Mendelian laws are the first laws of biology (Hull 1974, 70). Even if we limit the applicability of Mendelian laws to the small number of phenotypes which behave according to its predictions, cross-over recombination in the chromosome as well as mutation add an element of randomness and unentailment in these laws. With all their success in providing insight about inheritance, Mendelian laws can, at best, be regarded as thumb rules, rather than laws of biology. As noted by Hon, "… there might be no eternal, pervasive laws to govern the living system… it may be governed…by sets of flexible rules, rules not laws…" (Hon 2000, 296). Biology is basically in the situation that physics was in before the Principia; an abundant amount of observational data, sometime organized in rules, like Kepler's rules, with no accurate and rigid entailment.

Furthermore, there is a practical reason for the inability of proper import of Newtonian mechanical concepts to biology. Living systems do not tend to be constant. In inanimate systems, even in non linear ones, stable states in the system are used in order to describe the entire dynamics. Such stable states do not appear in living systems. Contrary to what has been believed in nineteenth century biology and in the more modern cybernetics, living systems are not in equilibrium, and are not targeted toward equilibrium. Quite the contrary, living systems are ever changing systems. Being in a state of equilibrium amounts to death. If living systems may be researched along mechanistic method, the researcher will not be able to find stable equilibrium points from which to start his experiments and reveal the system's dynamics. Although not an ontological reason to discard mechanistic method, the constant flux of living systems might prove an impenetrable barrier. Manipulative attempts applied in the preparation aimed to freeze its state will most probably end in the death of the specimen. 

All this leads us to the conclusion that living systems do not let themselves to be described in terms of state succession. The attempt to describe living systems as governed by laws of entailment compels biologists to include in their theories more and more biological attributes as parameters of the state. The desire to avoid this by trying to describe in the first place the living system through its most basic biochemical elements has no better prospects to succeed. The biochemical state of these components, which is their state in homogeneous physico-chemical system, will not suffice in order to predict their behavior in heterogeneous systems, as in the living cell. This impediments any attempt to make a synthetic move toward rebuilding the living cell from its components.

Contemporary biologists do notice factors in living systems that are alien to the Newtonian mechanistic method. These factors are usually assigned to the evolution of biological systems. Organicism (Mayr 1997) distinguish between biological processes at the molecular level that can be exhaustively explained through physico-chemical mechanisms, on the one hand, and higher order of living systems, dictated by genetics and directed by evolution on the other hand. The latter is, according to the organicists, the element, which distinguishes living systems from the non-living. 

This approach to life leads to the situation where all the important features of biological systems are not entailed from the underlying science but are contingent, even random. Although living phenomena are basically mechanisms directed by physico-chemical processes, nothing significant in them is entailed from the physico-chemical laws, but rather from contingent evolutionary events. It leads, as Rosen rightly noted, to the inability of the biologist to understand life: "In place of understanding, we are allowed only standing – and watching. Thus, if the physicist stands mute [with regard to the question 'what is life'], the biologist actually negates [understanding], while pretending not to" (Rosen 1991, 14). 

The inability to entail biological attributes has left life research in the phase of describing the epiphenomena, rather than explaining life. It occurs because it is not equipped to the task. Organicism, as much as it recognizes the 'surplus' elements in living systems, fails to provide genuine solution to the problem. The mechanistic approach recommended by the organicists as well as others, which is at the core of the problem. 
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Figure 1.2: An extrapolation of a symmetrical system of two slopes
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Figure 1.1: A symmetrical system of two slopes
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Figure 2.1: An example of MB schema. This illustration represents the function of a trans-membranal receptor, which consists of two separate units (Lodish et al. 2000, 862).





Figure 2.2: Graphic description of the algorithmic connections in a finite automaton (Turing 1950, 444).
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Figure 2.3: A three-stage model of the nervous system (Arbib 1987, 16).





Figure 2.4: Example of OR gate represented in neural network model (based on figure from McCulloch and Pitts 1943).
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� Newton uses the Latin term 'in statu'.


� A extended account of Rosen's book is given in chapter 4.


� Machamer et al. distinguish between four general types of macromolecular function in the living cell: 1) geometrico-mechanical; 2) electro-chemical; 3) energetic; 4) electro-magnetic (Machamer et al. 2000, 14).


� The binding between molecules in the cell is not a covalent binding but rather less energetic hydrogen and polar bonds.


� More specifically, this driving force of the ion is the arithmetic difference between the value of the electric potential where the specific ion is in electrochemical equilibrium (marked with the letter E) and the membrane potential. For example, the driving force of potassium ion will be � EMBED Equation.3  ���.


� The dependence of the subunit on the membrane potential is one of probability. In every membrane potential one can calculate the probability of such unit to be in the ‘open’ state.





� Notice that Ohm's law in this version uses conductance, rather than resistance, in order to calculate the electric current.





� Every subunit has the probability n to be in the 'open' state at a certain membrane potential. Since only when the four subunits are in ‘open’ state the entire channel is open to ion flow, the calculated probability of the channel to be open is n4.


� I use here the terms that were used by Turing.  “Computing machines” should be distinguished from “computers” who are computing humans.


� Named after George Boole (1815-1864) who contributed to the development of this logical system. The Boolean functions are OR (disjunction), AND (conjunction), IF…THEN (material implication) and NOT. A result of a Boolean logic can be either ‘True’ or ‘False’. 





� That was the aim of Bertrand Russell (1872-1970) and Alfred North Whitehead (1861-1947) in their book Principia Mathematica (Whitehead and Russell 1910).
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