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“Information can tell us everything. It has all the answers. But they are answers to questions we have not asked”, J. Baudrillard

1. Information and intentionality: the Dretskean gambit

One of the most popular philosophical projects in today’s philosophy of mind is known with the pet name of naturalizing intentionality. The knee-jerk description of what the project is about goes roughly as follows. Entities such as the sentences of a natural language and the mental states of a human being, paradigmatically propositional attitudes or thoughts, constitute the terminus a quo of a two-terms relation labeled “__is about__”, or “__is of__”, or “__represents__”, or “__is directed to__”, or “__refers to__”. Relations of this kind instantiate intentionality or contentfulness or semanticity. The project of naturalizing intentionality begins with a nagging suspicion, and ends in hope. The suspicion is that when we start probing the ontological credentials of the intentionality relation, we will find it wanting: intentionality as such is not going to be admitted in the elected family of kinds, properties and relations science employs to demarcate what really is. For purposes of simplicity, I will follow the common habit of labeling what really is with the term of art physical, roughly intended as what plays an explanatory role in what Willard O. Quine called the “cosmic machine revealed by science”. Franz Brentano motivated his suspicion by noticing one of the numerous characteristic features of the aboutness relation, namely that its terminus ad quem need not be occupied by an existing entity (unicorns spend their sorrow fictional lives being thought about by philosophers). But how could a physical relation have a non-existent relatum, he wondered? Hope did not follow suspicion in Brentano’s case. He concluded that intentionality cannot be a physical relation. The naturalizing project shares Brentano’s suspicion, but reacts to it with hope, namely the hope that intentionality will in the end be accommodated as a legitimate denizen of the physical world. To meet what is commonly called Brentano’s Challenge is to show in what way intentionality can acquire its right to real existence by courtesy of a suitable reduction to a physical relation whose right to real existence is not in jeopardy. There are many questions of interpretation raised by this way of characterizing the project, and many opportunities to spell out more clearly what constitutes the object the project – intentionality – and what counts as performing it successfully – naturalizing. The objective of this paper, however, is not to answer these central questions of interpretation. I will rely on a rough and ready understanding of what is at stake in the project of naturalizing intentionality, and describe in some detail one of the naturalizing attempts of one of the representatives of one of the major tribes that take themselves to be engaged in it. I am referring to the attempt made by Fred Dretske, one of the elders of the informational semantics tribe, in the ground-breaking Knowledge and the Flow of Information (1981). What interests me in particular is the relation Dretske put at the foundation of his naturalizing project, namely the relation “__carries information about___”. Despite its widely discussed shortcomings, Dretske’s (1981) theory of information is probably still today the most sophisticated and influential philosophical analysis of information on offer.
 The prominence of the theory is only partially explained by its specific merits, which are indeed many and significant. The other part of the influence can be explained by noticing with Millikan (2000, 22) that “no other well-defined notion of natural information is currently available”. Information is one of those remarkable concepts that manage to make a living that is both ubiquitous and discrete. The term “information” appears profusely in the common language, and in the theoretical language of disciplines such as psychology and cognitive science, but its job, habits and credentials are rarely seriously probed. One of Dretske’s enduring legacies is to have refused taking information as a primitive, and proposed instead an articulate analysis of its features. There are various issues of detail relative to which Dretske’s theory is perfectible, but my concern here will be with what I consider structural shortcomings. I call them structural because Dretske takes them to follow necessarily from the desiderata any theory of information suitable to naturalize intentionality should fulfill. The first desideratum is “to preserve enough of our common understanding of information to justify calling it a theory of information” (Dretske 1983, 55). Dretske takes the basic property of the common understanding of information to be the link between information and knowledge, and concludes from this that information must be truthful, because knowledge is a form of qualified true belief. The second desideratum is to think of information “as an objective commodity, something whose generation, transmission, and reception do not require or in any way presuppose interpretive processes” (Dretske 1981, vii). Dretske takes objectivity to be demanded if we want to avoid circularity in our attempt to naturalize intentionality. What Dretske offers at the end of his journey is a theory according to which information is carried in virtue of nomic relations. This move is key to his overall strategy, because he takes the nomicity of informational relations to be what gives information a primitive form of intentionality, and what ultimately motivates the reduction of the higher intentionality characteristic of propositional attitudes to the primitive intentionality of information. In this paper, I want to reflect on the desiderata governing Dretske’s project. I begin by asking the question: What is our common understanding of information? I then focus on Dretske’s theory of information, explaining and criticizing some of its general features. I finally turn to Dretske’s definition of the informational content of a signal, questioning the conclusion that the transmission of information must be nomically underwritten. What I am ultimately looking for is a non-Dretskean way to think about natural information, a way that may turn out to be more fruitful for the purpose of naturalizing intentionality. I conclude by sketching some of the intuitions concerning non-nomically underwritten information I’d like to develop into a theory.

2. Preserving (enough of) the Platitudes of Folk Information

In this section, I expand on what I consider a good idea on Dretske’s part, namely that of starting to theorize about information by asking the question: What is our pre-theoretic understanding of information? I follow Dretske in thinking that a theory of information suitable to naturalize intentionality should capture “enough” of our folk understanding of information. How much is “enough” is not easy to establish, and would need a separate discussion I cannot provide here.
 There are a variety of metaphors we use to speak about information, and a variety of circumstances and qualifications that characterize our use of such metaphors. I want to propose a list of platitudes that aim to capture some basic characteristics of information-talk, as it features in ordinary conversations, newspapers, popular science magazines, and so on. The list is not meant to be exhaustive, but will allow me to discuss some interesting features of ordinary or semantic or folk information.

1. Information is something that can be generated, contained, produced, transferred, transmitted, carried, delivered, bore, conveyed, stored, flown, specified by some x about some y (henceforth, I focus on the carrying metaphor)

2. Information is something that can be acquired, received, used, utilized, drawn upon, picked up, processed, exploited by some z (henceforth, I focus on the picking up metaphor). 

3. To pick up information about y is for z to learn or acquire knowledge or reduce uncertainty about y 

4. x can carry more or less information about y

5. x can carry information about y in the past, or y in the present, or y in the future
6. x can carry information about y more or less reliably
The first platitude states that information is something that can undergo a number of processes – being generated, contained, produced, transferred, transmitted, carried, delivered, bore, conveyed, stored, flown, specified - always demanding a bearer x of information and some y the information is about. Even though there are slightly different jobs done by the various metaphors, I will assume that the carrying metaphor is central, and that it can be used to say anything that can be said with the other metaphors. It is not important for my purposes to be exactly right on this. What matters is to emphasize that when we talk about information we talk about something instantiated in virtue of a relation between entities. I name it the informational relation. It is useful to have names for the relata, as we have names for the relata of the causal relation (cause and effect). I propose for now carrier and carriee, but solicit suggestions for possible alternatives. What Dretske did not ask is: What kinds of things qualify as carrier and carriee of information in the ordinary language? This question is important, because it may indicate a high degree of heterogeneity in the ways in which informational relations can be instantiated. It turns out that a bewildering variety of entities can play the role of carrier and carriee. We say that information can be carried by and about all sorts of physical objects (e.g. books, neurons, genes), properties (e.g. the grayness of the sky, the aggressiveness of a person), relations (e.g. Tom being Jerry’s brother), states of affairs (e.g. a geometrical shape having four right angles), events (e.g. a house being hit by a lightning), facts (e.g. a house not being hit by a lightning), processes (e.g. making an omelette). For simplicity of reference, I will assume that when we submit the relata to philosophical scrutiny, we will be able to conclude that the paradigmatic form of each relatum is representable as an individual s having or lacking some property F at some time t. I will nonchalantly call this philosophical construct an event, loosely defined so as to capture all things that legitimately play the role of information carrier and carriee in the common language. The second platitude answers the question: What kinds of things can be done with carried information? The platitude indicates that, provided it is carried, information can undergo a variety of processes – being acquired, received, used, utilized, drawn upon, picked up, processed, exploited – always demanding an entity z different from x and y. Once again, these metaphors do slightly different jobs, but I will take the picking up metaphor to be central, and use the general label user to name any z that can pick up information. What I want to emphasize is, once again, the variety of entities that can qualify as information users in the ordinary language. For instance, we refer to living beings of all sorts as users of information, including adult human beings, infants, animals, and plants. But we also refer to all sorts of parts of living beings as users, as when we state that the rat’s brain picks up information about the environment, or that a person’s pain receptors pick up information about tissue damage. Information talk is also extended to all sorts of mechanical devices, as when we say that the thermostat picks up information about the temperature in the room, or that the platform of the Segway picks up information about where the rider intends to go. The question is now: is there a commonality to all processes that qualify as forms of information pick up on the part of some user z? The third platitude offers an answer, namely that all episodes of information pick up can be understood as episodes of learning, or coming to know, or reducing uncertainty (given a sufficiently liberal understanding of such notions). The relation between information and knowledge is what dictionary definitions of information generally refer to. For instance, the Webster Dictionary defines information as “any knowledge gained through communication, research, instruction”.  It must be noticed that what counts as learning or coming to know or reducing uncertainty for one kind of user (e.g. a human being) may be very different from what counts as learning or coming to know or reducing uncertainty for another kind of user (e.g. a bacterium or a thermostat). Also, the same user may be capable of a variety of forms of learning in different circumstances. To develop this point goes beyond the scope of this paper, but I take the realization of the heterogeneity of learning processes on whose basis information can be picked up to be the beginning of wisdom when it comes to theorizing about information. Dretske considered the third platitude to be central to the ordinary or semantic notion of information. He wrote: “What information a signal carries is what it is capable of telling us . . . about another state of affairs. Roughly speaking, information is that commodity capable of yielding knowledge, and what information a signal carries is what we can learn from it” (Dretske 1981, 44). I will argue that Dretske misunderstood what follows from the platitudinous relation between information and knowledge. For now, I notice that the passage establishes the existence of a constitutive relation between carrying information and picking up information. Information, Dretske suggests, is carried by x about y insofar as, or to the extent that, a suitable user z can learn from x about y. This point is very important, but it gets lost along the way of Dretske’s theoretical journey. The fourth platitude states that the informational relation is a degree relation, in the sense that a carrier can carry more or less information about a carriee. For example, we may say that a short book on the cell carries less information about the cell than a long book on the cell (less things are said), or that a person’s voice and visual appearance carry more information about her character than her voice only (more is said about the same thing). We sometimes refer to the case of some x carrying no information at all about y, for example when we say that keeping one’s eyes open in complete darkness carries no information about the way things look. Progressively increasing ambient light in such case would increase the information available about the way things look (up to a point of perfect luminosity). We also say of some x that it carries enough information about something being the case for a certain purpose, for example when we say that we have enough information about a person’s past criminal behaviors to convict him. The fifth platitude states that the informational relation is an a-temporal relation, in the sense that the carrier event can occur before, at the same time, or after the carriee event. For example, we can have backward information carried by a pond of water about an earlier storm, simultaneous information carried by the sound of raindrops about a current storm, and forward information carried by clouds about a future storm. The sixth platitude states that information can be carried with various degrees of reliability. We refer to a given thermometer as a reliable (or unreliable) carrier of information about the temperature, or to a given smell as a reliable (or unreliable) carrier of information about the presence of a predator. Reliability, I suggest, is generally to be intended as property of types of information sources. Under this view, what we mean by the expression “x carries information about y reliably” is that it is often enough the case that events of the same kind as x (X events) carry information about events of the same kind as y (Y events). To carry such information reliably is not to say that, for every x in X, x carries information about some y in Y. But it is to say more than that, for some x in X, x carries information about some y in Y. It is roughly to say that for a significant proportion of xs in X, x carries information about some y in Y. The notion of significance is linked to the purposes served by the information pick up, which makes the notion of reliability implicitly user-dependent. To simplify brutally, if my purpose is learning in what 10-degree interval the temperature lies, a thermometer with a plus or minus 5 degrees error margin will count as reliable. The very same thermometer stops being reliable if what I am after is information about the exact temperature. This being the case, informational relations are reliable or not reliable not simpliciter, but relative to the inferential purposes of a given user or class of users.  Much more needs to be said about each of the platitudes, and there are a variety of significant others, but let us stop here, and begin reflecting on the Dretskean strategy.

3. Dretske’s Theory of Information: Reading Between the Lines 

3.1 Information and Knowledge 

Dretske argued that ‘whether [a] theory is capable of furnishing an adequate account of information, in the semantically relevant sense, is a question about whether it can provide an illuminating account of that commodity capable of yielding knowledge” (Dretske 1981, 46). The fact that information is generally prized and searched for, Dretske suggested, is also evidence for the fact that there is an important link between information and knowledge, since the latter is generally considered to be a good thing to have. But what is knowledge predicated of? Dretske gives a classic answer, namely that knowledge is predicated of some suitably chosen class of true beliefs. This is the kind of knowledge Ryle labeled knowledge that, namely “knowledge . . . of this or that truth” (Ryle 1949, 27). What can be known in this sense can be described as having the general form “that s is F”, where s is an individual and F is a property. It is an open question whether all kinds of knowledge whose acquisition counts as information pick up can successfully be captured in the form “that s is F”. I think they cannot, but this is not the place to illustrate this limitation of Dretske’s project (although I consider it a major, if not the major, limitation). Dretske takes something important to follow from the relation between information and knowledge: “Information is what is capable of yielding knowledge, and since knowledge requires truth, information requires it also ” (Dretske 1981, 45). If knowledge is instantiated by a qualified true belief that s is F, and if we follow Dretske in wanting to carve out the class of qualified knowledge-yielding true beliefs that s is F as the class of beliefs caused by the reception of the information that s is F, then the information that s is F will have to be truthful. In other words, unless it is the case that s is F, the information that s is F won’t possibly be carried. This much I happily grant. But there is a way to misunderstand what all this entails, and it is a misunderstanding lurking in many (but not all) Dretskean passages on information. The misunderstanding is to hold that information exists only in that form of it that yields knowledge. But it is quite obvious that being capable of yielding knowledge, as demanded by Dretske, is different from yielding knowledge under all circumstances. Trivially, being capable to slum duck is different from slum ducking under all circumstances. To say that “since knowledge requires truth, information requires it also” suggests that in the absence of the kind of truth needed for knowledge, information is not carried. The appropriate conclusion seems to me instead that “since knowledge requires truth, the kind of information suitable for knowledge requires truth”. It would have been useful if Dretske had started his project by stating explicitly something like the following: I am interested in defining the special and possibly very rare conditions under which transmitted information does yield knowledge, but I do not imply that information is transmitted only under the conditions I describe. One of the basic differences between knowledge and information is that, whereas the former is an all or nothing notion, the latter is a degree notion, as stated in platitude 4. One can receive more or less information about s being F, but one can only acquire or fail to acquire the knowledge that s is F. Dretske is aware of this difference, but fails to provide a theory of information that accounts for it, focusing exclusively on the special case of knowledge-yielding information. This seems to me a significant strategic mistake for a theory of natural information. What makes information interesting is precisely the fact that it is carried in natural environment even when it does not yield knowledge. I will come back to this point later. Dretske comments that “false information and mis-information” are not kinds of information, and adds that “to speak of certain information as being reliable is to speak redundantly” (Dretske 1981, 45). The second remark seems to treat reliability as a property of tokens of information, whereas I have suggested that it is generally a property of sources of tokens of information (e.g. a thermometer). So, even if we grant that the information that s is F is carried just in case s is F, there is still room for distinguishing between a thermometer that carries truthful information often enough (a reliable one), and a thermometer that fails to carry it often enough (an unreliable one). I do not see the assumption of truthfulness as making reliability superfluous. Concerning the first remark, there is a way to misunderstand it, a way Dretske is once more tempted by. The misunderstanding is to think that, unless s is F, no information whatsoever can be carried about s being F. What we can say instead is that, unless s is F, the information that s is F cannot be carried. What we call false information or misinformation is not the kind of information that does yield knowledge, this much seems unquestionable. But to legislate that false information has nothing to do with information leaves an important question hanging: What is the difference between a signals that carries false information and a signal that simply fails to carry information? To make sense of this difference, I submit, we need to change the framework in which we understand how information is transmitted. I will let this issue lie for now. It is time to conclude this section by noticing an analogy between the information that s is F Dretske is interested in, and what Grice called the natural meaning that s is F. Grice (1957) argued for a difference between two concepts of meaning. The first kind of meaning is exemplified by “those spots mean measles”, which is true, he claimed, just in case the patient has measles. The second kind of meaning is exemplified by “those three rings on the bell (of the bus) mean that the bus is full” (85), which is true even if the bus in not full. Grice stipulated that when “x means that p” implies that p, x means that p in the sense of natural meaning, whereas when “x means that p” does not imply that p, x means that p in the sense of unnatural meaning. In light of these definitions, we can re-describe Dretske’s (1981) project as an attempt to shed light on the Gricean natural meaning that s is F. 

3.2 Information and Objectivity

Dretske (1981) takes himself to be engaged in the following project: to define the conditions under which a signal r - r stands for “any event, condition, or state of affairs” (Dretske 1981, 65) - carries the information “that s is F”. “That s is F” is what Dretske calls a “de re informational content”, jointly determined by “the individual s about which the signal carries information” and by “the information (determined by the open sentence “. . .  is F”) it carries about that individual” (Dretske 1981, 66). Dretske considers the informational content to be de re rather than de dicto roughly in the sense that its ascription to a signal amounts to attaching a propositional content “. . . is F” to an informational object s that is identified demonstratively, rather than by means of a description. There are various questions about the rationale and legitimacy of the mongrel construct “s is F” resulting from de re and de dicto components, but I can afford to let them unanswered. Nothing hangs on them for my purposes. There is a general desideratum governing the way in which Dretske aims to define the conditions under which a signal r carries the information that s is F: to account for information as  “an objective commodity”. Dretske’s (1981) starting point, expressed in the preface of his book, was a sense of dissatisfaction with what he considered a common way to think of information in cognitive psychology, namely as “something that depends on the interpretative efforts - and, hence, prior existence - of intelligent life” (vii). This is a view according to which “something only becomes information when it is assigned a significance, interpreted as a sign by some cognitive agent” (vii). Dretske thought that if we define information in such a way that its existence presupposes the existence of some class C of cognitive agents, we lose the opportunity to explain how the intentionality of cognitive agents of class C evolved as a result of increased sophistication of the way in which C-agents handle pre-existing information. What Dretske ultimately wanted to provide was “a framework for understanding how meaning can evolve, how genuine cognitive systems - those with the resources for interpreting signals, holding beliefs, and acquiring knowledge-can develop out of lower order, purely-physical, information-processing mechanisms”. I think Dretske was on to something important here, but one more time, he ended up in an unpalatable position by overstating the consequences of his own desideratum. What I think follows from the need to provide a naturalizing framework is to be able to define information in such way that: (a) it exists independently of the actual existence of the cognitive agents of class C (the agents displaying the kind of intentionality we want to naturalize), (b) it exists independently of being actually picked up by any actually existing agent. We want information to fulfill (a) because if information were bestowed upon an information-barren world by the capacity some agent have to engage in propositional attitudes and thoughts, the naturalizing game could not be played with information. Our reduction of intentionality to information would amount to something much less ambitious than naturalization, namely a translation from one intentional vocabulary to another. We want to fulfill (b) because we want to make sense of the ordinary idea that information may be carried even if nobody picks it up. Any account of information must find room for the idea of a missed clue: a stain of the victim’s blood on the assassin’s shirt carries information about his past deed whether or not the detective picks it up. To invoke objectivity, however, seems to demand much more than (a) and (b). I say that it seems to, rather than it does demand more, because objectivity itself is a Protean notion about which philosophical controversies flourish. I will therefore say what I take objectivity of information to be, and then argue that information is not objective in that sense. This is compatible with arguing that according to some weaker notion of objectivity, information is objective. I take to be objective for some particular or property X to enjoy a special kind of unconstrained existence, namely an existence as X independent of how X would affect, in some suitable circumstances and in some suitable way, any subject S. The typical forms of affection of which the existence of objective entities is independent are being thought, being known, being perceived, being felt, etc. by some S. It is this notion of objectivity that I think Dretske is aiming for, as he argues that we should think of information “as an objective commodity, something whose generation, transmission, and reception do not require or in any way presuppose interpretive processes” (vii). If the interpretive processes were only the interpretive processes of agents displaying the kind of intentionality to be naturalized, this would be all well and fine. But to invoke objectivity, it seems to me, is to extend independence to any kind of interpretive processes of any kind of subject S. However, to think of information in this way generates a tension with a fundamental platitude about information, namely that what information a signal carries is what can be learned from it. I do not see any reason to label a relation between two events as informational unless on the basis of that relation an episode of learning could, in suitable circumstances and relative to a suitable user, occur. This is not to say that the dependency would disappear if the possibility of pick up disappeared, but that it would not make sense to label such dependency informational. A world without the possibility of information pick up may be a world full of regularities, some lawful and some unlawful, but would be devoid of information. To think of informational relations as objective relations in Dretske’s sense has a shortcoming, namely hiding from view that in virtue of which information is carried, namely the possibility of an information pick up process. I take it to be a Moorean fact that if a user z can learn or come to know that s is F from the signal r, then information that s is F is carried by r. But if this is true, then I don’t see how we can take the information user out of the picture, and discuss under what condition C* the information that s is F is objectively carried by a signal r. To say that information that s is F is carried only under condition C* is in fact to say that, unless condition C* is fulfilled, a learning episode of the kind that would count as picking up the information that s is F cannot occur. So, the conditions under which pick up processes are possible should be the central concern of a theory of the conditions under which information is carried.  It is in this sense that there is a constitutive relation between carrying information and picking up information. Let us take stock. Dretske’s (1981) theory aimed to preserve enough of our common understanding of information, and to come up with a notion of information as an objective commodity. There is a tension between these two desiderata, because our common understanding relates carrying information to the possibility of learning, whereas objectivity demands conditions under which information is carried independently of actual or possible learning episodes. I think the tension is irresolvable, and I conclude that the objectivity desideratum - as I have described it  - has to go. Dretske’s final definition presents an almost visual embodiment of the tension between the two desiderata, and ends up going the opposite direction, namely favoring objectivity over the constitutive relation with learning.

3.3 The Final Definition and its Interpretation(s)

The objectivity desideratum is what sparked Dretske’s interest in communication-theory, a branch of probability theory and communication engineering developed by Shannon (1948) with the following conviction in mind: “A basic idea in communication theory is that information can be treated very much like a physical quantity such as mass or energy” (Shannon 1950, 190). Shannon (1948) was interested in studying what he called the fundamental problem of communication, namely that of “reproducing at one point [the receiver] either exactly or approximately a message selected at another point [the source]”, where a message is intended as a sequence of symbols (Shannon 1948, 1).
 He started from the observation that we ordinarily acknowledge the generation of information when our uncertainty with respect to a given domain is reduced. For example, we label a weather report as informative insofar as it reduces our uncertainty with respect to what will happen weather-wise tomorrow. Shannon then reasoned that if he could find a way to quantify the objective uncertainty (as opposed to the epistemic uncertainty) characterizing the set of selectable messages at the source before and after a message was received, he could define the amount of communication-theoretic information carried by the received message in terms of the difference between the objective uncertainty characterizing the source before and after the reception of the message. This notion of information would inherit its objectivity and quantifiability from the objectivity and quantifiability of the uncertainty characterizing the set of selectable messages. Shannon remarked that “frequently . . . messages have meaning; that is they refer to or are correlated according to some system with certain physical or conceptual entities” (Shannon 1948, 1). But he emphasized that the meaning of messages was entirely irrelevant for the purposes of engineering communication his definition of information was meant to address. Even more explicitly, Weaver stated that “[t]he word information, in this theory, is used in a special sense that must not be confused with its ordinary usage” (Shannon and Weaver 1949). Dretske’s tried to kill two birds with one stone with respect to Shannon’s theory. He wanted to inherit the objectivity of Shannon’s information, while at the same time showing that “in telling us how much [communication-theoretic] information a signal carries, communication theory imposes constraints on what [semantic] information a signal can carry” (Dretske 1981, 41). In other words, Shannon theory carried the promise to help Dretske shed light on an objective notion of ordinary information. I have considered Dretske’s communication-theoretic argument in some detail elsewhere (Scarantino 2002), and I have found it defective. The problems I discussed are both technical (there is a serious mathematical flaw in Dretske’s measures) and philosophical (the reference class problem has an impact on the soundness of the argument). I won’t go over that argument again, however, because the final definition Dretske provides of the informational content of a signal only pays lip service to its supposed communication-theoretic foundations. It is a definition motivated by concerns that are not communication-theoretic, and that can be understood without being familiar with communication theory.
 The definition goes like this:

A signal carries the information that s is F=the conditional probability of s’s being F, given r (and k), is 1 (but, given k alone, less than 1) (Dretske 1981, 65).

There are two levels of interpretation of this definition. One level has to do with what the definition actually says. The other level has to do with what Dretske takes the definition to be saying. Let us consider them in turn. What the definition says is that a signal r carries the information that s is F just in case two conditions are fulfilled: (a) given the signal r and the knowledge state k of some unspecified recipient X, there is a unitary conditional probability that s is F, (b) given the absence of the signal and the knowledge state k of some unspecified recipient X, there is less than unitary conditional probability that s is F. This being the case, the left side of the equality only tells half of the story: what Dretske is defining are the conditions under which a signal r carries to an unspecified recipient X in knowledge state k the information that s is F. This is what I referred to as the visual embodiment of the tension between desiderata: the left side of the equality is supposed to take care of objectivity (information is carried without added qualifiers), while the right side is supposed to take care of ordinary language (information is carried relative to a knowledge state k). The rationale for (a) is easily explained: if the conditional probability were not equal to one, then there would be a positive probability that s is not F given the signal r, and the recipient X would not be entitled to knowing that s is F by receiving signal r (how could X know that s is F when all the signal tells him is that s is F with probability less than 1?). This would be in contrast with Dretske’s epistemological project of showing how knowledge can be understood as information-caused belief. The rationale for (b) is not explained by Dretske, but I take it to be the following: if it were the case that p(s is F/k& not-r)=1, then the knowledge state k alone would carry the information that s is F, so it would be inappropriate to say that the signal carries that information to the recipient X (he would already know that s is F, independently of the signal).
 But the impatient reader is already wondering: How can we define information in terms of probabilities conditional on knowledge states, and knowledge in terms of information-caused beliefs? Wouldn’t this be a circular definition? Indeed it would. But this is not all. How can it be claimed that the definition accounts for information as an “objective commodity”, namely as “something whose generation, transmission, and reception do not require or in any way presuppose interpretive processes”, if information is carried given the knowledge state k of the receiver X?  Dretske shrugs off the problem as if it were a trifle one. The inclusion of the circular and objectivity-threatening k is “minor concession to the way we think and talk about information” (Dretske 1983, 58). He adds that he considers it ultimately dispensable: “The k is dischargeable by recursive applications of the definition” (Dretske 1983, 81). No example has been provided in Dretske (1981, 1983, 1986, 1988) of what would count as a successful recursive application of the definition. But the real problem is that the way we think and talk about information is supposed to be what Dretske’s theory aims to preserve (he vowed to preserved “enough of it”), and the central feature of this way of thinking and talking is precisely that there is a constitutive relation between the information carried by a signal and what can be learned from it. To quote Dretske on the topic, “what information a signal carries is what we can learn from it” (Dretske 1981, 44). 

To continue the analysis of what the definition actually says, however, would not be too wise, because Dretske interprets his own definition in a very idiosyncratic way. In explaining his definition, Dretske remarks that “[i]n saying that the conditional probability (given r) of s’s being F is 1, I mean to be saying that there is a nomic (lawful) regularity between these event types, a regularity which nomically precludes r’s occurrence when s is not F” (Dretske 1981, 245). To call this a re-interpretation is an understatement: this is a different definition. Three things need to be remarked. Firstly, k drops out of the picture entirely: the probability is now conditional only on the signal r. Not surprisingly, condition (b), which refers to the conditional probability of s being F given k, is not mentioned again in the book. In describing his theory, Dretske states that “my account of informational content only requires a particular kind of lawful dependency between signal and source” (Dretske 1983, 83). Secondly, the language of probability cannot distinguish between nomic and non-nomic perfect correlations, but it is only the latter that Dretske takes a conditional probability of 1 to be referring to. Therefore, the probability 1 requirement must be understood as a nomicity requirement en travesti. Thirdly, the nomicity requirement finds no support whatsoever in the communication-theoretic argument Dretske supposedly puts at the foundation of his definition. The term law does not appear in communication theory, which only deals with correlations between statistical ensembles. We can notice that in Dretske’s “reinterpreted” definition information is indeed an objective commodity, in the same sense in which laws can be said to be objective. In some passages, Dretske makes the link between objectivity and laws explicit, for instance where he says that we should “conceive of information as an objective commodity, as something defined in terms of the network of lawful relationships holding between distinct events” (x, emphasis added).
 But this approach fails to take into account the central role of the information pick up process. I will get back to this point shortly. Let us now focus on the final step of Dretske’s theoretical journey, where he tries to show what information can do for the project of naturalizing intentionality. As it turns out, what information can do bears upon the idiosyncratic interpretation of the conditional probability 1 requirement in nomic terms. Writes Dretske:

The transmission of information requires, not simply a set of de facto correlations, but a network of nomic dependencies between the condition at the source and the properties of the signal . . . Correlations are irrelevant unless these correlations are a symptom of lawful connections (Dretske 1981, 77)

What does Dretske mean with lawful or nomic connections? A common interpretation has it that laws are universal generalizations. Dretske (1977) rejects this interpretation, arguing that if we take a universal truth as (x)(Fx(Gx) and substitute F or G with a coextensive expression K, we would still have a universal truth, whereas if it is a law that all Fs are Gs and substitute F or G with a coextensive expression K, we will stop having a law (unless of course the coextensiveness between, say, F and K is itself lawlike).

The predicate positions in a statement of law are opaque while the predicate positions in a universal truth of the form (x)(Fx(Gx) are transparent (Dretske 1977, 250).

For example, whereas it is a law that “diamonds have a refractive index of 2.419” and “is a diamond” is coextensive with “is mined in kimberlite (a dark basic rock)”, it is not necessarily a law that things mined in kimberlite have a refractive index of 2.419. Dretske believes that laws are “extensional relations between intensions”, and that this “imposes a modal quality on the particular events falling within [their] scope” (Dretske 1977, 264). We don’t need to get into the details of Dretske’s understanding of laws here. What matters is that Dretske sees an analogy between the opacity of law sentences and the opacity of propositional attitude sentences:

“He believes that s is F” is an intensional sentence (and the attitude or state it describes is an intentional state) because even if “F” and “G” are coextensional (true of exactly the same things), one cannot substitute “G” for “F” in this sentence without risking a change in truth value (Dretske 1981, 75).

Dretske’s master plan is to argue (a) that informational relations must be nomically underwritten, (b) that this is what makes them intentional (in the sense of ascribable only by intensional sentences), (c) that there is a relevant analogy between the intentionality of information and the intentionality of propositional attitudes, (d) and that we can reduce the latter to the former. In Dretske’s own words: 

What information a signal carries exhibits the same kind of intentionality as what we believe or know. This suggest that we may be able to understand the peculiar intentional structure of our cognitive states as symptoms of their underlying information-theoretic character (Dretske 1981, 76).

I think this strategy is fundamentally flawed in a number of respects. For reasons of space, I will only focus on criticizing (a): informational relations must not be nomically underwritten. I will argue for two conclusions. Firstly, that a signal r can carry the information that s is F in the absence of laws. Secondly, and more importantly, that a signal r can carry information about s being F in the absence of laws.   

4. Towards a Theory of Lawless Natural Information

4.1 Information that s is F Without Laws

Writes Dretske (1981):

[T]he correlation between F and G may be the sheerest coincidence, a correlation whose persistence is not assured by any law of nature or principle of logic . . . To illustrate this point, suppose that all Herman’s children have the measles. Despite the [perfect] “correlation”, a signal might well carry the information that Alice is one of Herman’s children without carrying the information that Alice has the measles . . . Recognizing Alice as one of Herman’s children is not good enough for a medical diagnosis no matter what happens to be true of Herman’s children. It is diagnostically significant only if the correlation is a manifestation of a nomic (e.g. genetic) regularity between being one of Herman’s children and having the measles” (74).

This is an argument presented by Dretske in support of his view that informational relations must be nomically underwritten. I want to treat it instead as a reductio of his theory. By the time the signal is issued, there is a perfect correlation between being Herman’s child and having the measles, namely p(s has measles/s is Herman’s child)=1. Dretske admits that the signal carries the information that Alice is Herman’s child, so he assumes given his definition that p(Alice is Herman’s child/signal)=1. Given any reasonable interpretation of probability, the two probabilities combined give us that p(Alice has measles/signal)=1. This means that there is a zero probability that, given the signal, Alice does not have the measles. It seems uncontroversial that I can learn or come to know from the signal that Alice has the measles, under the assumptions that the signal informs me that she is Herman’s child and that all of Herman’s children have the measles at the time of the signal. As I stated in my discussion of the objectivity desideratum, I take it to be a Moorean fact that if a user z can learn or come to know that s is F from the signal r, then information that s is F is carried by r. So, I conclude that the signal carries the information that Alice has the measles, and a belief caused by that information would constitute knowledge (under the assumptions we have made). Dretske’s rejoinder would probably go along the following lines. Well, it is not nomically precluded that we receive the signal but Alice does not have the measles. No law of nature or logic guarantees that, given the signal, she must have the measles: there is no genetic law relating being Herman’s child and having the measles. The problem with this rejoinder is that it only points to a difference between nomic and non-nomic dependencies, without explaining why it has any bearing of the transmission of information. Laws have modal force, non-lawful generalizations do not, but why does this matter for the possibility of an episode of learning? What I fail to see is what relevance it makes to my learning that Alice has the measles whether she only contingently has them given the signal, or whether she necessarily has them given the signal. The nomicity requirement seems to me an ad hoc device introduced to explain information’s opacity, and so motivate the analogy between the intentionality of information and the intentionality of propositional attitudes (an analogy problematic in its own right). As I see it, the strategy fails because there is no independent reason to assume that a perfect non-nomic correlation cannot allow the transmission of the information that s is F, and cause beliefs that constitute knowledge. In other words, not all perfect non-nomic correlations are accidental in a way that would threaten information transmission and knowledge.  

4.2 Information About s Being F Without Laws

I have argued that Dretske (1981) wanted to focus on the conditions under which a signal r carries the information that s is F. Despite accusations to the contrary, Dretske was aware that failing to carry the information that s is F is not the same thing as failing to carry any information about s being F. However, the accusations are well deserved, because writing things like “[t]he transmission of information requires, not simply a set of de facto correlations, but a network of nomic dependencies” seems to imply that, absent nomic dependencies, no information is transmitted. In the previous section, I have tried to show that laws of nature are not needed for a signal to carry the information that s is F, in the sense that perfect correlations may be sufficient. Now I want to argue that information is transmitted even by imperfect correlations. In this case, my criticism of Dretske (1981) focuses on what he omitted to say, rather than on what he said. Dretske’s theory ends up lumping together all cases in which a signal r does not carry the information that s is F. We are given no theoretical instrument to discriminate, from the point of view of the information they carry, between signals that fail to carry such information. This is a problem, because in natural environments conditional probabilities between any two events are rarely if ever unitary. Consequently, for basically all r, s and F, signal r does not carry the information that s is F. But a theory of natural information must take what happens in natural environments seriously. The project of naturalizing intentionality should not be carried out in the Platonic world of forms. I propose to grant Dretske that knowledge that s is F can be acquired just in case the conditional probability of s being F is 1 given the signal (nomicity, I have argued, is not demanded for knowledge), add that this condition is basically never met in the real world, and move on to the interesting question: in a world where knowledge is so hard to get, how do organisms manage to make a living by picking up information? Information, it seems to me, should not be studied as a chapter of a theory of knowledge, as recommended by Dretske. It is rather knowledge that should be understood as a special, highly idealized case of a theory of information. To provide a theory of information based on statistical correlations is not an easy task, and it demands various adjustments in the naturalizing game. I am far from seeing my way through all the needed adjustments, but I would like to conclude by sketching what seems to me a possible way to go. I take the question we have to start from in building a theory of natural information to be the following: What kind of relation must exist in natural environments between a signal r and s being F for it to be the case that a suitable user z can pick up information carried by r about s being F?
 Under this view, what we should worry about are the types of relations that can ground a reliable inference from the signal. Information about s being F is carried by a signal r insofar as, and to the extent that, a recipient can reliably infer from r either that s is F, or that s is not F (information is both about what is and what is not the case). One of the difficulties a theory of this kind encounters is that it needs to be complemented by a theory of what makes an inference reliable. Things are obviously more complicated that I have suggested in the section discussing the platitudes on information. Complications apart, we can consider the following taxonomy as a basis for discussion:

(a) The closer p(s is F/r)-p(s is F/not-r) is to 1, the more signal r is informative about s being F. For example, if the presence of sound # makes the presence of a tiger highly probable, and the absence of sound # makes it highly improbable, then the sound # is highly informative about the presence of the tiger. 

(b) The closer p(s is F/r)-p(s is F/not-r) is to 0, the less signal r is informative about either s being F or s not being F. For example, if the presence of sound # makes the presence of a tiger highly probable (or highly improbable), but so does the absence of sound #, receiving the sound as opposed to not receiving it is not informative either or the presence or of the absence of the tiger.

(c) The closer p(s is F/r)-p(s is F/not-r) is to –1, the more signal r is informative about s not being F. For example, if the presence of sound # makes the presence of a tiger highly improbable, and the absence of sound # makes it highly probable, then the sound is highly informative about the absence of the tiger. 

These formulas, I notice in passing, have interesting connections I still need to explore with the literatures on causal inference and animal learning. Notice that what is crucial for information transmission is not the probability p(s is F/r) per se, but the probabilistic contrast between p(s is F/r) and p(s is F/not-r). If s is F with high probability whether or not r is the case, i.e. both p(s is F/r) and p(s is F/not-r) are high, neither the presence of r nor its absence are informative about s being F. On the other hand, p(s is F/r)=.70 can be quite informative about s being F, in case p(s is F/not-r) is close to zero. Dretske’s exclusive focus on p(s is F/r)=1 effectively amounts to treating all signals in the contingency range -1(p(s is F/r)-p(s is F/not-r)<1 as having the same rather uninteresting property: they do not carry the information that s is F. What we want to know is: What information do they carry, if any? I conclude by noticing that information as I have sketched it is no longer akin to what Grice (1957) labeled natural meaning, because a signal r can very well carry information about s being F without s being F. According to my understanding of information, spots carry information about measles whether or not the patient bearing the spots has measles, as long as they ground a reliable inference from spots to measles. Information, in the sense I am striving to construct, is not veridical, it does not imply truth. More accurately, it only implies the truth of a probabilistic claim, namely that s is F is likely or unlikely to be the case given the signal r. There are obvious similarities between the account of information I have here sketched and Millikan’s (2000, 236) informationC, which is assumed to be underwritten by statistical correlations (in contrast to informationL, underwritten by laws). But there are also significant differences. I only mention two. Firstly, I give up the assumption that information must be veridical, whereas Millikan maintains that informationC is veridical, i.e. carried only when it is truthful. Secondly, I consider that what matters for the transmission of information are not the statistical correlations on which informationC is based, but rather the probabilistic contrasts I have indicated.

5. Conclusion

Dretske’s (1981) theory of information holds that laws are necessary for the transmission of information. This move is important for Dretske’s (1981) overall naturalizing project, because Dretske considers information to be suitable to naturalize the intentionality of propositional attitudes in virtue of the fact that it shows a basic kind of intentionality of its own. This strategy demands making a case that the nomicity of a dependency between events, key to the kind of intentionality Dretske ascribes to information, is relevant to make that dependency informative. I have argued that laws are not necessary either for transmission of the kind of information that yields knowledge, or for the kind of non knowledge-yielding information we commonly have commerce with in natural environments. In later publications, Dretske (1988) appeared somewhat receptive to the criticisms concerning the strictness of the nomicity requirement, seeming to allow informative relations to be underwritten by less than lawful regularities. However, he never provided a rigorous reformulation of his 1981 definition, and in some of his writings he still seems to imply that he holds the nomicity requirement. The failure of the nomicity requirement does not entail that information cannot help in the project of naturalizing intentionality. The help information can provide, however, does not bear upon the fact that a signal r can carry the information that s is F without necessarily carrying the information that s is G, even though F and G are extensionally equivalent. It bears upon the fact that information in organisms that do not display the kind of intentionality to be naturalized displays a kind of aboutness that is relevantly similar to the aboutness of propositional attitudes. To make a case for the usefulness of this different way of thinking about the intentionality of information (the intentionality of aboutness as opposed to the intensionality of intentional ascriptions) is a topic for another paper.
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� There are two important collections of critical articles on Knowledge and the Flow of Information. One is the BBS Open Peer Commentary on the Precis of the book (Dretske 1983, 63-82), and the other is a special number of Synthese, with notable contributions such as Loewer (1987), Foley (1987), Savitt (1987) and Sayre (1987). Other relevant critical sources on Dretske’s work are McLaughlin (1991), Fodor (1990, 1991), and Millikan (2000).





� This is not to say that a theoretical account of information could not be partially or even entirely severed from the ordinary notion of information. It is only to say that one must have a clear understanding of the relation between the theoretical notion proposed and the ordinary notion. The relation may be one of explication, revision, taking one’s distance from, and so on. A clear example of what happens when the relation between theoretical and ordinary information is not clearly understood can be seen with respect to Shannon’s (1948) theory of information. Despite having been explicitly described by Shannon as a theory that has not much to do with ordinary information, its vocabulary and results are sometimes applied inappropriately to do the job of ordinary information. 


 


� Page numbers refer to the online copy of Shannon’s (1948) article, which can be downloaded from the following website: � HYPERLINK "http://www.math.psu.edu/gunesch/Entropy/infcode.html" ��http://www.math.psu.edu/gunesch/Entropy/infcode.html�. A good introduction to communication theory, which also includes a brief historical section, is Peirce (1981). For more technical accounts, see for example Reza (1961) and Arndt (2001).


� For a brief but useful analysis of the differences between Shannon’s information and Dretske’s information, see Sayre (1983).


� I notice in passing that a consequence of having conditions (a) and (b) on board is that if s is F is a necessary truth, the no signal r can carry the information that s is F. I won’t develop the point here.





� Notice that the objectivity of Drestkean information is inherited from the objectivity of laws, whereas the objectivity of Shannon information is inherited from the objectivity of the probabilities characterizing ensembles of messages (in Shannon’s case, the objectivity is that deriving from a frequentist interpretation of probability). This important difference is not acknowledged by Dretske. 


� I am here only focusing on the information a signal can provide about something else, for example the information spots on one’s face provide about measles. Another kind of information to be discussed is information about the expected consequences of an organism’s actions. I am hopeful that the account I sketch can be extended to cases of action-related information.
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