constructed a stochastic population model, parameterized using the density-dependent relationships shown in Fig. 2. Our model simultaneously considered male and female densities and potential harvests in two neighbouring populations that were small enough for differences in the culling regimes imposed on each population to produce local differences in sex-specific emigration and immigration, as well as in mortality. We assumed that both populations were biologically identical and were subject to correlated environmental variability that relaxed these assumptions was unlikely to affect the direction of predicted trends. Vital rates were initially calculated deterministically as \( R_j = 1/[1 + \exp(-a + b D_j)] \), where \( D_j \) was the density of mature females (age classes 3 and above), \( j \) was the age class and \( a \) and \( b \) were constants. Sex ratio at birth was calculated as \( m = 64.3 \pm 0.74 \alpha D_j \), where \( m \) is the percentage of males. Vital rates were subsequently altered to include variability and correlations as follows: for emigration rates, sex ratio at birth and female mortality, \( \rho_j = R_j + \rho_{fr} \) for fecundity and male mortality, \( \rho_j = R_j + \rho_{fr}/1 + r - r_\alpha A_j \), where \( \rho \) was the stochastic rate, \( z \) is a \( z \)-value (see below), \( r \) was the correlation coefficient between this rate and \( A_j \) was the standard deviation of the vital rate and \( A_j \) was the average value of the \( z \) values for \( j \) female mortality. The \( z \) values for population 1 were simple standardized normal deviates. Those for population 2 were calculated as \( z_j = Z_j (1 + r - r_\alpha A_j) \), where \( Z_j \) was the original \( z \)-value, \( r \) was the correlation between populations, and \( z_j \) was the equivalent age class and vital rate for population 1. The value of \( r \) was 0.7.
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The light reflected from an object depends not only on the surface properties of the object but also on the illuminant. The same is true for the excitations of the photoreceptors, which serve as the basis for the perceived colour. However, our visual system has the ability to perceive constant surface colours despite changes in illumination. The average chromaticity of the retinal image of a scene depends on the illumination, and thus might be used by the visual system to estimate the illumination and to modulate the correction that subserves colour constancy. But this measure is not sufficient: a reddish scene under white light can produce the same mean chromaticity as a neutral scene in red light. Higher order scene statistics—for example, the correlation between redness and luminance within the image—allow these cases to be distinguished. Here we report that the human visual system does exploit such a statistic when estimating the illuminant, and gives it a weight that is statistically appropriate for the natural environment.

A viewed surface reflects towards the observer’s eye a characteristic fraction of the light that is cast on it; therefore, the stimulus for vision is the product of an illuminant component and a surface-reflectance component. Colour constancy requires the visual system to disentangle the surface-reflectance component from the product—in some sense discounting the illuminant colour—but the illuminant colour is not generally directly known. Problems like this are common in many aspects of visual perception. They are mathematically underdetermined, and additional constraints must be drawn from the regularities of the physical world to achieve a unique solution.

The mean chromaticity of the retinal image is often proposed to be an indicator of illuminant colour, because for a given scene this statistic varies systematically with changes in illumination. But in more realistic situations in which the scenes might change as well, this measure is ambiguous (Fig. 1a). To illustrate the ambiguity, consider the problem of distinguishing a predominantly reddish room under white light from a predominantly neutral one under reddish light. The mean chromaticity of the image received by the eye may be the same in these two cases, but human observers can...
resolve the ambiguity and perceive correctly the reddish room as redder. Even in scenes where obvious cues to the illuminant contained in the spatial structure of the image, such as specular reflections and mutual reflections, are not available, the visual system can distinguish changes of the mean image chromaticity caused by illuminant changes from changes of the mean chromaticity caused by variations of the set of surfaces.

Here we offer an explanation for this ability: in such situations the distribution of intensity and chromaticity for the various surfaces within the retinal image yields additional evidence about the illuminant colour, and this evidence is exploited in human colour perception. In particular, as we show below, the interplay of surfaces and illuminants causes the correlation between surface redness and luminance within an image to be useful for resolving the image into its illuminant and surface components. Two examples of how this higher order statistic might resolve the ambiguity of the mean image chromaticity and thus improve the estimation of the illumination are shown in Fig. 1b and c.

We tested experimentally whether the luminance-redness correlation is used by the human visual system for estimating the illuminant colour. We analysed images of natural scenes to find out how effective this and other higher order statistics are as information about the chromaticity of surfaces and illuminants in the natural environment.

For our experiments, we adopted stimuli that make it possible to vary independently various statistics (means, variances, correlations) of the distribution of colour and lightness within the display. A circular test field was surrounded by random patterns of overlapping circles; these were of a fixed diameter but varied in colour and luminance to a degree that is typical of natural scenes. We asked subjects to adjust the colour of the test field so that it appeared neutral grey. We chose a logarithmic cone excitation space (with the axes log r, log b and log luminance) as our coordinate system. The chromaticity value r is the luminance-normalized excitation of cones sensitive to short wavelength, and b is the luminance-normalized excitation of cones sensitive to short wavelength. An equal energy white has the values r = 0.7 and b = 1.0 (log r = log b = 0.0). Reds have higher r values, and greens have lower ones; blues have higher b values, and yellows have lower ones. Our experiments and analysis focused on the r coordinate, which varied over a range from distinctly greenish to distinctly reddish.

In our main experiment, we varied the luminance-redness correlation for the elements surrounding the test field—by introducing a linear dependence between log r and log luminance—individually or in combinations with other statistics (means and variances). For a given condition, the chromaticity and luminance values for the circles in the surround were chosen to achieve a certain correlation value (−1.0, −0.8, 0.0, 0.8 or 1.0). If the perceived colour of the centre test spot was not influenced by the varied correlation, then the settings to make the test spot neutral grey would be the same for all five conditions, because the space-averaged chromaticities of the surrounds were the same. The surrounds would then be functionally equivalent with respect to the perceived colour of the centre test spot.

The results for subject DB are shown in Fig. 2a. For conditions

Figure 1 The ambiguity of the mean image chromaticity for estimating the illuminant, and two possibilities for resolving it using a higher order statistic (luminance–redness correlation). a, The same mean image chromaticity could result either from a reddish scene under white illumination or from a white scene under reddish illumination, because these two illuminants, applied to the given sample of scenes, generate overlapping distributions of mean image redness. b, Taking into account higher order statistics might resolve this ambiguity. In this example a higher order statistic, the luminance–redness correlation over the pixels of a single image, is increased for all images under the reddish illumination. Thus, a high luminance–redness correlation within the image would be evidence that the illuminant is reddish. Inset shows the corresponding view from above, depicting probability values by contour lines. c, Another way in which higher order scene statistics might separate the distributions of images from two different illuminants and thus reduce the ambiguity encountered in considering mean chromaticity alone. By evaluating both the mean and correlation of a particular image, an observer could estimate two unknowns: the degree of redness inherent in the objects making up the scene; and the redness of the light source that illuminates the scene. Inset shows the corresponding view from above, depicting probability values by contour lines.

Figure 2 Dependence of centre test spot settings on the luminance–redness correlation within the surround. a, Results for subject DB. Filled circles are the mean log r values for perceptually achromatic test fields plotted as a function of the correlation between log luminance and log r for the five surround conditions; error bars represent ± 1 s.e.m. If the settings were not independent on the correlation but only on the mean of the chromaticity of the surround, then settings would be the same for all conditions (horizontal dashed line). b, Average results for all subjects (circles) compared with predictions based on optimal use of the correlation statistic (dashed line). Error bars for the experimental results represent ± s.e.m. for subject variability.
with higher correlation between redness and luminance, a more reddish chromaticity was required to make the test field subjectively achromatic. The data for eight out of ten subjects tested were quantitatively similar and individually statistically significant ($P < 0.001$, linear trend test; two of these eight observers were also tested for correlation values of $-0.4$ and $+0.4$ and the results were in proportion to the other values). When the correlation between redness and luminance was positive, subjects selected a physically more reddish (higher $\log r$) test field as neutral grey. Because higher log $r$ values are associated with redder illumination of a physically neutral surface, this is the result that is expected if the observer infers a more reddish illumination in the case of a positive luminance–redness correlation and perceives neutral grey when a correspondingly reddish light stimulus is received from the test field. As shown in Fig. 2, this effect of the luminance–redness correlation is far from trivial; by comparison, a just noticeable difference in $\log r$ is only about 0.0004 (for example, see ref. 21).

Other work has provided evidence that the correlation that subserves colour constancy is not governed merely by the space-averaged chromaticity, and some current colour constancy algorithms provide general frameworks for effects of this sort. But so far only one group has made a specific suggestion about what statistic might also be diagnostic of the illuminant and found evidence that a reduced chromatic variance serves as a cue for a ‘non-normal’ illumination. The luminance–redness correlation that we suggest makes it possible to resolve the retinal image into its illuminant and surface components over the whole range of typical daylightings, as the following analysis shows.

To check how well chromatic statistics in images of natural scenes can support inferences about illuminant and surface colours, we used hyperspectral images of natural scenes. To these 12 scenes, 4 daylight illuminations were applied (correlated colour temperatures 4,000 K, 5,500 K, 8,500 K and 20,000 K; with increasing correlated colour temperature, the illuminants become less reddish (lower $r$ values) and more bluish (higher $b$ values)). We calculated several statistics (mean, variance, correlation, skewness) of the luminance and chromaticities for each illuminated scene. Of all the statistics that we evaluated besides the means, only the luminance–redness correlation was found to be useful for estimating the illumination colour.

Although the experimental results suggest that the human visual system interprets a high luminance–redness correlation as a redder illuminant, the correlation alone is not an effective cue in determining the illuminant colour (Fig. 3). The correlations are almost independent of illumination. This measure can nevertheless resolve ambiguity, but more like in the case shown in Fig. 1c than in Fig. 1b; that is, when used together with the mean image redness, this measure separates the clusters of images from different illuminations (the four diagonally oriented clusters in Fig. 3) and thus permits the estimation of illumination colour.

For example, an image with a mean log $r$ value of $-0.155$ could be a reddish scene under neutral light or a neutral (or even greenish) scene under reddish light (Fig. 3). But if the visual system takes into account the correlation between redness and luminance, it can distinguish between illumination redness and scene redness. The more positive the correlation, the greater the evidence for the redness of the illumination as opposed to redness of the scene. In Fig. 3, image A is with high probability a greenish scene under the reddish illuminant of 4,000 K whereas image B is likely to be a reddish scene that belongs to the cluster of the more neutral illuminant of 5,500 K.

The reason why the luminance–redness correlation can help in this way is that scene redness and illuminant redness affect the correlation differently. Because of the eye’s spectral sensitivity, middle wavelengths contribute more to luminance than do short or long wavelengths. Under ‘neutral’ lighting, it is the neutral or moderately reddish and greenish pixels that reflect most middle-wavelength light, and which therefore have the highest luminance. In neutral or greenish scenes, surfaces that reflect predominantly long wavelengths and thus have lower luminance are rare. But in reddish scenes under neutral lighting, the eye’s diminishing sensitivity at long wavelengths will discriminate against the most reddish pixels of a reddish scene, and these will therefore tend to be of much lower luminance. The luminance–redness correlation thus becomes more negative with more reddish scenes, as the sloped regression lines in Fig. 3 show.

No comparable effect occurs if it is not the scene but the light that is reddish. In this case, the low luminosity of reds is counterbalanced by the illuminant’s greater energy at long wavelengths. Reddish surfaces reflect a larger proportion of long-wavelength light than of short-wavelength light. Thus, when the illuminant becomes reddish the reddish surfaces will be more luminous relative to other colours in the scene, owing to the better overlap of their spectral reflectances with the spectral range in which the illuminant has its highest power.

Thus, reddish scenes but not reddish illuminants generate images with negative luminance–redness correlations. By evaluating both mean and correlation—two independent quantities—an observer can estimate two unknowns: the predominant colour (in this case, the degree of redness) inherent in the objects making up the scene; and the redness of the light source that illuminates the scene. In this way, the ambiguity encountered in considering mean chromaticity alone can be resolved.

How much weight should a smart visual system give to the correlation between redness and luminance in estimating the illumination? To answer this question for our simulated world of natural scenes under different illuminations, we calculated a maximum likelihood estimate for the chromaticity of the illumination given the mean and correlation value of an image (see Methods). Figure 2b illustrates the results in terms of how an optimal observer, adopting this maximum likelihood estimate, would have reacted to the stimuli of our experiment. The dashed line is a parameter-free...
prediction for the test field chromaticity that would appear neutral grey, which is based on the hypothesis that optimal weight is given to the correlation measure in estimating the illuminant. For comparison, the circles in Fig. 2b show the test field settings that appeared neutral by experiment. The size of the observed effect of this statistic on colour perception is roughly consistent with optimal computation.

Methods

Experiments

Stimuli consisted of a random pattern of overlapping circles (each 3.6° in diameter) covering the whole display area of 41° (height) and 53° (width). The chromaticity distributions of these displays, set by assigning different colours to the circles, were −0.16 ± 0.03 and −0.14 ± 0.06 (mean ± s.d.; log r and log b). Luminance was 7 ± 3.6 cd m−2 (mean ± s.d.). The statistics of the correlation between log r and log luminance were −1.0, −0.8, 0.0, 0.8 and 1.0 for the five conditions, whereas the correlation between log b and log luminance was always 0.0, and the correlation between log b and log r was always −0.117. The test spot was a circle in the centre of the display, which was also 3.6° in diameter but on top of all other circles in this area. The luminance of the test spot was held constant at 7 cd m−2 while the subjects adjusted its chromaticity in the (log r, log b) plane by means of a trackball to make it look grey.

We presented stimuli on a carefully calibrated 17-inch (43-cm) Mitsubishi Diamond Pro monitor driven by a CRS VS52/4f graphic board with 15 bits resolution per gun. Subject viewed the stimuli from a distance of 35 cm in a dark room through a tunnel of black velvet to exclude any other light sources or reflections. To achieve an equilibrium state of adaptation, subjects had to adapt to each display for at least 100 s.

Ten subjects aged between 11 and 34 years participated in two 1-h sessions making six settings per condition. All participants except one (J.G.) were naive to the purpose of the experiment. All had normal or corrected-to-normal vision and showed no colour vision deficiency, as tested by Ishihara’s test plates.

Theoretical analysis

The maximum likelihood estimate of the illumination of an image of a natural scene given its mean redness and luminance–redness correlation was determined by means of a linear regression. We adopted as predictors Xr, the mean of the decimal log of r, and Xb, the correlation between log luminance and log r. These predictors could be specified for each of the 12 natural scenes under each of the four illuminants. The optimal weights derived for the prediction of the log r value of the illuminant (Y) are embodied in the following linear equation: Y = 1.1305X + 0.063X2 + 0.0202. In deriving the theoretical straight line of Fig. 2b, we assumed that an optimal observer, when confronted with our experimental stimuli, would estimate the redness of the illumination according to this equation in each case and would perceive the resulting estimated illuminant chromaticity as neutral grey, effectively discounting the estimated illuminant in the perception of physically neutral surfaces.

We used the Stockman–MacLeod–Johnson cone sensitivities to calculate all cone excitation values.
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Early consolidation in human primary motor cortex
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Behavioural studies indicate that a newly acquired motor skill is rapidly consolidated from an initially unstable state to a more stable state†, whereas neuroimaging studies demonstrate that the brain engages new regions for performance of the task as a result of this consolidation‡. However, it is not known where a new skill is retained and processed before it is firmly consolidated. Some early aspects of motor skill acquisition involve the primary motor cortex (M1)¶, but the nature of that involvement is unclear. We tested the possibility that the human M1 is essential to early motor consolidation. We monitored changes in elementary motor behaviour while subjects practised fast finger movements that rapidly improved in movement acceleration and muscle force

‡ Present addresses: Ludwig Boltzmann Institute for Epilepsy and Neuromuscular Disorders, Neurological Hospital of Vienna, Rosenheugel, Riedlgasse 5, A-1130, Vienna, Austria (W.M.); Clinic of Neurology, JW Goethe University of Frankfurt, Theodor-Stern-Kai 7, D-60590 Frankfurt-am-Main, Germany (U.Z.).